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Abstract. We study the long-time dynamics of a tagged particle coupled to a background of N
other particles, all interacting through long-range pairwise forces in the mean-field scaling, with the
background initially at thermal equilibrium. Starting from the N -particle BBGKY hierarchy, we
introduce a simplified (truncated) hierarchical model and show, in sufficiently large spatial dimension,
that the tagged-particle density converges, on timescales t ∼ N , to the solution of a linear Fokker-
Planck equation, viewed as the linearization of the Landau equation. This provides, in a simplified
setting, a rigorous derivation of the slow thermalization predicted by Lenard-Balescu theory.

Our approach relies on a rigorous Dyson expansion in terms of Feynman diagrams and on a novel
renormalization scheme that removes leading recollisions. The main technical challenge is to control
the effect of phase-space filamentation within the diagrams, which we achieve by combining phase
mixing and hypoelliptic regularity. Although restricted to a simplified model, our analysis offers new
insight into Lenard-Balescu thermalization: notably, the renormalization appears to transform free
propagators into hypoelliptic ones, providing a key mechanism that compensates for filamentation.
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1. Introduction

1.1. General overview. Consider the dynamics of a tagged particle (labeled ‘0’) in a system of N+1
interacting particles in the d-dimensional box Td = [−1

2 ,
1
2 ]d with periodic boundary conditions, as

described by Newton’s equations
d
dtXj = Vj ,

d
dtVj = − 1

N

∑
0≤l≤N ∇V(Xj −Xl), 0 ≤ j ≤ N,

(Xj , Vj)|t=0 = (X◦j , V
◦
j ),

where {Zj := (Xj , Vj)}0≤j≤N is the set of positions and velocities of the particles in the phase space
Td ×Rd, where V : Td → R is a (long-range) interaction potential, and where the mean-field scaling is
considered. For simplicity, we focus throughout this work on the case of a smooth potential V ∈ C∞c .
In terms of a probability density FN on the N -particle phase space (Td × Rd)N , this system of ODEs
for trajectories leads formally to the Liouville equation{

∂tFN +
∑

0≤j≤N vj · ∇xjFN = 1
N

∑
0≤j,l≤N ∇V(xj − xl) · ∇vjFN ,

FN |t=0 = F ◦N .
(1.1)

1
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For this system, we aim to study one of the predictions of the Lenard-Balescu theory, that is, the
slow thermalization of the tagged particle ‘0’ when the background particles are initially at thermal
equilibrium. For simplicity, we assume that the tagged particle has initially spatially-homogeneous dis-
tribution: this ensures that the mean-field force on the tagged particle vanishes, so that thermalization
becomes the leading effect. In other words, we choose initially

F ◦N (z0, . . . , zN ) = f◦(v0)MN (z1, . . . , zN ), zj = (xj , vj),

where f◦ ∈ P(Rd) is the initial velocity density of the tagged particle and where MN stands for the
Gibbs equilibrium

MN (z1, . . . , zN ) := Z−1
N exp

(
− β

2

∑
1≤j≤N

|vj |2 −
β

2N

∑
1≤j,l≤N
j 6=l

V(xj − xl)
)
,

for some fixed inverse temperature β ∈ (0,∞) and normalization factor ZN . We emphasize that
background particles are exchangeable and that the system is invariant under spatial translations. In
this setting, due to interactions with the background, the Lenard-Balescu theory predicts that the
tagged particle should slowly thermalize on timescales t� N and progressively acquire a Maxwellian
velocity distribution as the background itself,

M(v) := ( β2π )
d
2 e−

β
2
|v|2 .

More precisely, focussing on the velocity distribution of the tagged particle

fN,0(t, v) :=

ˆ
Td×(Td×Rd)N

FN (t, x, v, z1, . . . , zN ) dxdz1 . . . dzN ,

it is predicted in [7, 8, 5] (see also [9, 10] for the corresponding test particle problem without back-
reaction) that the time-rescaled density fN,0(Nτ, v) should converge as N ↑ ∞ to the solution f(τ, v)
of the linearized Lenard-Balescu equation at Maxwellian equilibrium (without loss term), which takes
form of the following Fokker-Planck equation,{

∂τf = divv(A(∇+ βv)f),
f |τ=0 = f◦,

(1.2)

with diffusion tensor field A given by the (periodic) Lenard-Balescu formula

A(v) :=

ˆ
Rd
B(v, v − v∗)M(v∗) dv∗, (1.3)

B(v, w) :=
∑

k∈2πZd
(k ⊗ k)πV̂(k)2 δ(k · w)

|ε(k, k · v)|2
,

ε(k, k · v) := 1 + V̂(k)

ˆ
Rd

k · ∇M(v∗)

k · (v − v∗)− i0
dv∗.

In this formula, the dispersion function ε modulating the collision kernel B accounts for collective
screening effects at equilibrium. This Fokker-Planck equation (1.2) quantifies the thermalization

f(τ, v)→M(v) as τ = N−1t ↑ ∞.

A rigorous justification is still beyond reach at the moment, and we refer to [11, 12, 5, 4] for some
partial results on the topic. To date, the best result is the consistency obtained in [5], which only holds
at best for relatively short times τ = N−1t� N−3/4, thus missing the thermalization timescale τ ∼ 1.
We emphasize that the difficulty includes understanding the emergence of irreversibility, which here
would only occur on long times as a fluctuation around the (trivial) mean-field behavior. In the present
work, we introduce a simplified, hierarchical toy model for which a full derivation can be achieved,
which will shed some new light on the problem.
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1.2. BBGKY approach. To motivate our simplified model, we start by briefly recalling the standard
BBGKY framework for addressing the above thermalization problem. Intuitively, the slow relaxation
of the tagged particle arises from the nontrivial correlations it develops with the background. To
capture these effects, we introduce a suitable notion of correlation functions. For 0 ≤ m ≤ N , we first
define the joint density of the tagged particle with m background particles as the following marginal
of the N -particle density FN ,

FN,m(z0, . . . , zm) :=

ˆ
(Td×Rd)N−m

FN (z0, . . . , zN ) dzm+1 . . . dzN ,

which is symmetric in its last m variables {zj}1≤j≤m. Next, for 0 ≤ m ≤ N , we define the m-th order
correlation function (or cumulant) by

GN,m(z0, . . . , zm) :=
m∑
j=0

(−1)m−j
∑
σ∈Smj

FN,j
M⊗j+1

(z0, zσ), (1.4)

where Smj stands for the set of all subsets of {1, . . . ,m} with j elements and where we use the short-hand
notation zσ = (zi1 , . . . , zij ) for σ = {i1, . . . , ij}. This definition ensures the orthogonality propertyˆ

Td×Rd
GN,m(z0, . . . , zm)M(zj) dzj = 0, for all 1 ≤ j ≤ m, (1.5)

and also ensures that marginals can be recovered by means of a (linear) cluster expansion,

FN,m(z0, . . . , zm) = M⊗m+1(z0, . . . , zm)
m∑
j=0

∑
σ∈Smj

GN,j(z0, zσ), for all 0 ≤ m ≤ N. (1.6)

By orthogonality (1.5), we deduce that correlation functions satisfy
N∑
m=0

(
N

m

)ˆ
(Td×Rd)m+1

|GN,m|2M⊗m+1 =

ˆ
(Td×Rd)N+1

|FN |2

M⊗N+1
. (1.7)

The right-hand side in this identity would be a conserved quantity if M⊗N+1 were replaced by the
Gibbs ensemble MN+1. Still, it can be checked to be uniformly controlled in time: as shown in [5,
Lemma 2.2], in the spirit of [1], we can deduce for all 0 ≤ m ≤ N and t ≥ 0,( ˆ

(Td×Rd)m+1

|GN,m(t)|2M⊗m+1
) 1

2
.

(
N

m

)− 1
2

. m
m
2 N−

m
2 . (1.8)

This can be viewed as some form of chaos estimates, showing that higher-order correlations are tinier
in the limit N ↑ ∞. Yet, the scaling in N is not expected to be optimal: in particular, GN,1 is expected
to be only O(N−1) instead of O(N−1/2), cf. [5].

To get more precise estimates on correlations, we need to go back to the Liouville equation (1.1)
for FN . Inserting the cluster expansion (1.6), we check that correlations satisfy a hierarchy of equations
of the following form, for 0 ≤ m ≤ N ,

∂tGN,m + iLN,mGN,m = iS+
N,mGN,m+1 + 1

N

(
iS◦N,mGN,m + iS−N,mGN,m−1 + iS=

N,mGN,m−2

)
, (1.9)

where for notational convenience we set GN,m ≡ 0 for m > N or m < 0, where the operators S�N,m are
viewed as some ‘creation/annihilation’ operators on the space of correlations,

S+
N,m : L2(M)⊗m+1 → L2(M)⊗m

S◦N,m : L2(M)⊗m → L2(M)⊗m

S−N,m : L2(M)⊗m−1 → L2(M)⊗m,

S=
N,m : L2(M)⊗m−2 → L2(M)⊗m,

and where iLN,m stands for the m-particle linearized Vlasov operator
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iLN,mGN,m =
m∑
j=0

vj · ∇xjGN,m

+ N+1−m
N

m∑
j=1

βvj ·
ˆ
Td×Rd

∇V(xj − x∗)GN,m(z[0,m]\{j}, z∗)M(v∗) dz∗. (1.10)

We refer to [5, Lemma 2.4] for a detailed formulation of this hierarchy.
If the a priori correlation estimates (1.8) were known to hold in a stronger, smooth topology, a

direct analysis of the above hierarchy would readily yield the expected kinetic limit fN,0(Nτ, v) →
f(τ, v); see [5]. However, due to filamentation effects in phase space, correlations become increasingly
oscillatory over time and are only controlled a priori in L2. This leads to possible resonances that
may, in principle, prevent convergence to the kinetic limit. Consequently, in [5], we only managed to
establish a partial consistency result, valid on some intermediate timescale t ∼ N r with r < 1

18 (which
could be improved at best to r < 1

4).
This motivates a more refined analysis of the hierarchy (1.9), with the goal of tracking the oscilla-

tory structure of correlations in greater detail and demonstrating that resonances cannot occur. An
important observation — crucial to the present work but not exploited in earlier studies — is that the
operator S+

N,m involves a velocity average: hence, while filamentation is a priori viewed as a problem,
phase mixing may in fact be leveraged beneficially in some terms.

1.3. A simplified hierarchy. As a first step toward analyzing the exact hierarchy (1.9), we introduce
a simplified setting that preserves the essential features of the original system, but for which we are
able to rigorously justify the expected thermalization. We start with the following two convenient
simplifications, which do not affect the physical relevance of the model:

(H1) To avoid specific resonance issues on the torus, we consider the problem on the whole space Rd
instead of the periodic box Td. Physically, this amounts to considering a system of NLd back-
ground particles in a rescaled box [−L

2 ,
L
2 ]d with periodic boundary conditions, and taking the

large-box limit L ↑ ∞ as N ↑ ∞. This does not change much in the system physically, but has a
very important simplifying effect as Fourier variables become continuous.

(H2) We include a small O( 1
N ) diffusion in velocity in the particle system. As this only acts on the

slow relaxation timescale t ∼ N , we do not expect it to change much to the problem, but it is
useful to simplify the analysis.

We introduce two additional simplifications, which we believe are not essential to our arguments but
are highly convenient for streamlining the computations:

(H3) The linearized mean-field operator iLN,m, cf. (1.10), is replaced by pure transport: this allows
to avoid many technicalities and in particular to perform direct computations in Fourier space
instead of appealing to linear Landau damping. Physically, this amounts to neglecting collective
screening effects.

(H4) In the exact hierarchy (1.9), the creation and annihilation operators S±N,m are not exact ad-
joints: they only become approximately so in the limit N ↑ ∞. For finite N , the additional
operators S◦N,m and S=

N,m correct this lack of adjointness, so as to ensure the approximate uni-
tarity (1.7). This reflects the fact that the Gibbs equilibrium MN+1 differs from the tensorized
mean-field ensemble M⊗N+1 around which correlations are defined, cf. (1.4). To simplify the
structure, we replace S±N,m by operators S±m that are truly adjoint and are independent of N .
The additional operators S◦N,m and S=

N,m are then set to 0. This leads to a hierarchy with a
neater unitarity structure, in particular making (1.8) trivial.

Finally, we introduce a last simplification, which plays a crucial role in our analysis and constitutes
the main restriction of the present work:
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(H5) We truncate the hierarchy at a fixed order m0 ≥ 1 independently of N , thus setting GN,m ≡ 0
in (1.9) for all m > m0. This means that correlations of the tagged particle are restricted to
involve at most m0 background particles at once.

As we shall see, truncating the hierarchy enables us to control the complexity of possible Feynman
diagrams in the perturbative expansion. Nonetheless, the model remains highly nontrivial as it still
leads to an infinite Dyson series; see Section 2.3.

Let us introduce more precisely the simplified hierarchy that we will study. In view of (H1), with
the large-box limit, the phase space for the particles is now

D := Rd × Rd 3 z = (x, v).

Recalling the symmetry, invariance, and orthogonality properties of correlation functions (1.4), the
state space for simplified correlations is similarly chosen as the direct sum

H :=
∞⊕
m=0

Hm,

where Hm is the set of functions Gm : Dm+1 → R : (z0, . . . , zm) 7→ Gm(z0, . . . , zm) that are symmetric
in their last m variables z1, . . . , zm, that are invariant under spatial translations (z0, . . . , zm) 7→ (x0 +
x, v0, . . . , xm + x, vm), x ∈ Rd, and such thatˆ

Dm+1

δ(x0) |Gm(z[m])|2M⊗m+1(v[m]) dz[m] <∞,ˆ
D
Gm(z[m])M(vj) dzj = 0, for all 1 ≤ j ≤ m,

where we set for abbreviation [m] := {0, . . . ,m}. Recalling the unitarity structure (1.7) with
(
N
m

)
∼ Nm

m!
as N ↑ ∞ for fixed m, we endow the space Hm with the Hilbert norm

‖Gm‖2Hm := 〈Gm, Gm〉Hm :=
1

m!

ˆ
Dm+1

δ(x0) |Gm(z[m])|2M⊗m+1(v[m]) dz[m], (1.11)

thus leading to the following norm on the direct sum H,

‖(Gm)m‖2H :=
∞∑
m=0

‖Gm‖2Hm .

By spatial homogeneity, setting G0(v0) ≡ G0(z0), we emphasize that H0 is identified with the weighted
space L2(M dv). In this setting, for all m ≥ 0, we consider the skew-adjoint transport operator iLm
and the self-adjoint velocity-diffusion operator Dm on Hm,

iLm :=
∑

0≤j≤m
vj · ∇xj , Dm := −

∑
0≤j≤m

(∇vj −
β
2 vj)

2. (1.12)

Next, only keeping the leading contributions in the actual BBGKY creation and annihilation operators
described e.g. in [5], we define

iS−mGm−1(z[m]) :=
∑

0≤j≤m

∑
1≤l≤m
l 6=j

∇V(xj − xl) · (∇vj −
β
2 vj)Gm−1(z[m]\{l}), (1.13)

iS+
m−1Gm(z[m−1]) :=

∑
0≤j≤m−1

ˆ
D
∇V(xj − xm) · (∇vj −

β
2 vj)Gm(z[m])M(vm) dzm,

in terms of the interaction potential V ∈ C∞c (Rd). These simplified operators have the advantage of
satisfying the exact adjointness relation

〈Hm−1, S
+
m−1Gm〉Hm−1 = 〈S−mHm−1, Gm〉Hm , m ≥ 1. (1.14)
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Instead of (1.9), letting m0 denote the maximal order of correlations, cf. (H5), and including an O( 1
N )

diffusion in velocity, cf. (H2), we consider the following simplified hierarchy of equations on H,

∂tG
N,m0
m + (iLm + κ

NDm)GN,m0
m = iS+

mG
N,m0
m+1 + 1

N iS
−
mG

N,m0
m−1 , 0 ≤ m ≤ m0, (1.15)

where we set GN,m0
m ≡ 0 for m > m0 or m < 0, and where we let κ > 0 be some diffusion constant.

Regarding initial data, we set

GN,m0
m |t=0 =

{
G : m = 0,
0 : m 6= 0,

(1.16)

for some initial velocity density G ∈ H0. While in the original hierarchy (1.9) we have m0 = N ↑ ∞,
we consider here a fixed truncation parameter m0 independently of N ↑ ∞.

By the exact adjointness relation (1.14) for S±m, recalling that the transport operator iLm is skew-
adjoint and that Dm is nonnegative, we directly find

d

dt

m0∑
m=0

Nm‖GN,m0
m ‖2Hm = −2κ

N

m0∑
m=0

Nm
m∑
j=1

‖(∇vj −
β
2 vj)G

N,m0
m ‖2Hm ≤ 0.

Hence, for all 0 ≤ m ≤ m0 and t ≥ 0, we deduce

‖GN,m0
m (t)‖Hm ≤ N−

m
2 ‖G‖H0 , (1.17)

which is the analogue of (1.8) in the present simplified setting.
Similarly as for the original hierarchy (1.9), for fixed m0, the time-rescaled tagged particle den-

sity GN,m0
0 (Nτ, v) is now expected to converge weakly as N ↑ ∞ to the solution G0(τ, v) of the

following Fokker-Planck equation,{
∂τG0 = (∇v − β

2 v) · (κ Id +A0)(∇v − β
2 v)G0,

G0|τ=0 = G,
(1.18)

where the diffusion tensor field A0 ≥ 0 is given by the Landau formula

A0(v) := (B0 ∗M)(v), (1.19)

B0(v) :=
ΛV
|v|

(
Id−v ⊗ v

|v|2
)

= ΛV∇2|v|,

with the explicit prefactor ΛV :=
ωd−1

dωd

´
Rd |k|πV̂(k)2 dk

(2π)d
, where ωn stands for the volume of the

n-dimensional unit ball.

Remark 1.1 (From Lenard-Balescu to Landau kernel). Formula (1.19) for the diffusion tensor can
be directly compared with the original Lenard-Balescu expression (1.3), once the different simplifying
assumptions of the model are taken into account:
— As we now consider a large-box limit, cf. (H1), Fourier variables become continuous and the collision

kernel B in (1.3) is replaced by its continuum version

B(v, w) =

ˆ
Rd

(k ⊗ k)πV̂(k)2 δ(k · w)

|ε(k, k · v)|2
dk

(2π)d
. (1.20)

— As we neglect collective screening, cf. (H3), we replace the dispersion function ε by the constant 1.
A direct computation then shows that the collision kernel reduces precisely to the above Landau
kernel B0,

B(v, w) ;

ˆ
Rd

(k ⊗ k)πV̂(k)2δ(k · w)
dk

(2π)d
=

ΛV
|w|

(
Id−w ⊗ w

|w|2
)
. (1.21)

— As we have introduced O( 1
N ) diffusion in velocity, cf. (H2), we add identity to the obtained diffusion

tensor in (1.18).



LENARD-BALESCU THERMALIZATION: RIGOROUS DERIVATION FROM A TOY MODEL 7

Remark 1.2 (Modified equilibrium structure). Beyond the value of the diffusion tensor, we note that
the equilibrium structure in the Fokker-Planck equation (1.18) also differs slightly from that in (1.2).
More precisely, as the velocity density is recovered via F0 = MG0, we find that (1.18) describes re-
laxation to

√
M instead of M . This discrepancy arises from our symmetric choice of the zeroth-order

terms in the definition of the creation and annihilation operators (1.13) (and accordingly for the velocity-
diffusion operator (1.12)). While this choice is made primarily for computational convenience, it has
no essential impact on the results.

1.4. Main result. In the framework of the simplified hierarchy (1.15)–(1.16), for a fixed truncation
parameter m0 ≥ 1, we rigorously prove thermalization and derive the expected Fokker-Planck equa-
tion (1.18) for the tagged particle density.

Theorem 1.3. Fix a truncation parameter m0 ≥ 1 and assume that:
— the space dimension is sufficiently large depending on m0, in the sense that

d ≥ d0 =

 2, if m0 = 1,
8, if m0 = 2,

28m0 + 70, if m0 ≥ 3,
(1.22)

— the diffusion constant κ is sufficiently large, in the sense that κ ≥ Cm0

´
Rd |k|V̂(k) dk for some

constant Cm0 > 0 depending only on m0. In case m0 = 1, this condition can be dropped.
Then, for any initial condition G ∈ C∞c (Rd), the solution (GN,m0

m )0≤m≤m0 of the simplified hierar-
chy (1.15)–(1.16) satisfies that the time-rescaled tagged-particle density

(τ, v) 7→ GN,m0
0 (Nτ, v)

converges strongly in L2
loc(R+;L2(M dv)) to the solution G0 of the Fokker-Planck equation (1.18). More

precisely, we have( ˆ ∞
0

e−2τ‖GN,m0
0 (Nτ)−G0(τ)‖2L2(M dv) dτ

) 1
2
. N−

1
12 ‖〈(∇v0 , v0)〉4m0+10G‖L2(M dv),

and this bound can be improved to N−1‖〈(∇v0 , v0)〉4m0+21G‖L2(M dv) if d ≥ 28m0 + 147.

As detailed in Section 2, the proof relies on a careful analysis of the Dyson expansion of the hierarchy
in terms of Feynman diagrams and builds on three key new ingredients:
— Renormalization: The Dyson series must be renormalized to eliminate the leading recollisions,

which amounts to factoring out part of the expansion. Concretely, the free transport propagators
around which the expansion is performed are replaced by renormalized propagators, obtained by
adding to the free transport an approximate (non-Markovian) version of the limiting Fokker-Planck
operator (so-called “hat operator” below).

— Phase mixing: Since annihilation operators involve velocity averages, cf. (1.13), phase mixing can
be effectively exploited in several terms of the expansion. In our approach, this is achieved by
systematically applying contour deformations in all the integrals over free velocity variables.

— Hypoelliptic estimates: As explained, the renormalization effectively augments the free transport
with a (non-Markovian) Fokker-Planck-type operator carrying a prefactor of order O( 1

N ). By
treating this, heuristically, as a genuine Fokker-Planck operator, filamentation effects in phase space
are mitigated through the induced O( 1

N ) velocity diffusion. This allows to replace naive resolvent
estimates with hypoelliptic ones, which substantially improve the scaling in N . Since such estimates
for the actual renormalized propagators are not directly accessible due to non-Markovian effects,
we exploit the additional O( 1

N ) velocity diffusion included for simplicity in the system to justify
these improved bounds.

As discussed heuristically in Section 2.7 below, the restriction (1.22) on the space dimension relative
to the truncation parameter arises from geometric constraints in the complex deformations used for
phase-mixing arguments and does not appear to be avoidable at present. Several refinements of the
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method could improve the value of d0 in (1.22), but none seem enough to remove the linear dependence
on the truncation parameter.

Remark 1.4 (Scope and limitations of the model). Several of the simplifying assumptions in our model
could be relaxed without substantial modifications. In particular, the free transport operator could be
replaced by the linearized Vlasov operator appearing in the original hierarchy, cf. (1.10), in which case
the Landau kernel in the formula (1.19) for the diffusion tensor would be replaced by the Lenard-Balescu
kernel (1.20). Likewise, the modification of the equilibrium structure noted in Remark 1.2 could be
removed with only minor adjustments. A more consequential simplification of the model concerns the
choice of creation and annihilation operators as exact adjoints; we expect that the approximate unitarity
of the original hierarchy (1.9) would still suffice for the analysis, but this remains to be verified. Another
technical simplification is the inclusion of an O( 1

N ) velocity diffusion in the system, which we cannot
yet dispense with. Finally, the most restrictive assumption is, of course, the truncation of the hierarchy
itself, which currently appears unavoidable.

Remark 1.5 (Related work). While completing this work, we became aware of an ongoing parallel
investigation by Bodineau and Le Bris [2], which addresses another simplified model in the direction of
a rigorous justification of Lenard-Balescu thermalization. Specifically, they derive a similar linearized
Landau equation for a tagged particle interacting via mean-field forces within an ideal Rayleigh gas
— namely, a background of particles that do not interact with each other, only indirectly through the
tagged particle. Their analysis follows a trajectorial approach, but our hierarchical framework could in
principle be applied to their model as well. In that case, the diagrammatic structure is significantly
simpler: since background particles do not interact, the creation and annihilation operators always
correspond to collisions involving the tagged particle, and the pathological diagrams (2.18) and (2.25)
that constitute the main difficulty in our analysis would be absent. In this simplified setting, we expect
that the truncation of the hierarchy could be avoided, leading to a hierarchical proof of their result. We
note, however, that our approach would still require the inclusion of an O( 1

N ) velocity diffusion in the
system, which is not needed in [2].

2. Strategy of the proof

We start with a brief overview of previous attempts to establish thermalization, focussing on the
above simplified hierarchy (1.15), and we then explain and motivate our main new ideas. Throughout
this section, we restrict ourselves to high-level, non-rigorous explanations, aiming to provide intuition
and motivation for our approach.

2.1. Rescaled Fourier reformulation. Before going further, we rescale time by introducing the slow
variable τ := t/tN , where the timescale tN � 1 is left unspecified for now but will later be chosen
as the predicted thermalization timescale tN = N . For all j ≥ 0, we denote by kj the Fourier-dual
variable associated with xj , and we set ẑj := (kj , vj). In these terms, further recalling the a priori
estimates (1.17) and the definition (1.11) of the norms, we make the following change of unknowns:
for all 0 ≤ m ≤ m0,

gN,m0
m (τ, ẑ[m]) :=

√
Nm

m! M
⊗m+1(v[m])

ˆ
(Rd)m+1

( m∏
j=0

e−ikj ·xj
)
GN,m0
m (tNτ, z[m]) dx[m]. (2.1)

and we further let gN,m0
m = 0 for m > m0 or m < 0. Since GN,m0

m is invariant under spatial translations,
we note that gN,m0

m is concentrated on the set

D̂m+1 :=

{
(ẑ0, . . . , ẑm) ∈ Dm+1 :

m∑
j=0

kj = 0

}
.

The a priori estimates (1.17) are then replaced by the following, for all 0 ≤ m ≤ m0 and τ ≥ 0,

‖gN,m0
m (τ)‖L2(D̂m+1) ≤ ‖g‖L2(D̂1), (2.2)
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where we have set for abbreviation

g :=
√
MG on D̂1 = {0} × Rd.

In this setting, the state spaceHm is thus replaced by L2(D̂m+1) and the hierarchy (1.15) is transformed
into the following,{

t−1
N ∂τg

N,m0
m + (iL̂m + κ

N D̂m)gN,m0
m = 1√

N
(iŜ+

mg
N,m0
m+1 + iŜ−mg

N,m0
m−1 ), 0 ≤ m ≤ m0,

gN,m0
m |τ=0 = g1m=0,

(2.3)

where the transport and diffusion operators are now replaced by

L̂m :=
∑

0≤j≤m
kj · vj , D̂m := −

∑
0≤j≤m

4vj , (2.4)

and where creation and annihilation operators take the form

Ŝ−mgm−1 :=
∑

0≤j≤m

∑
1≤l≤m
l 6=j

Ŝm,−j,l gm−1, (2.5)

Ŝ+
m−1gm :=

∑
0≤j≤m−1

Ŝm−1,+
j,m gm,

in terms of

Ŝm,−j,l gm−1(ẑ[m]) := − 1√
m

√
M(vl) klV̂(kl) · ∇vjgm−1(ẑ[m]\{j,l}, (kj + kl, vj)), (2.6)

Ŝm−1,+
j,m gm(ẑ[m−1]) :=

√
m

ˆ
D

√
M(vm) kmV̂(km) · ∇vjgm(ẑ[m]\{j}, (kj − km, vj)) d∗ẑm,

with the short-hand notation d∗ẑj = d∗kjdvj and d∗kj = (2π)−ddkj . In this setting, the adjointness
relation (1.14) becomes

〈hm−1, Ŝ
+
m−1gm〉L2(D̂m) = 〈Ŝ−mhm−1, gm〉L2(D̂m+1), 1 ≤ m ≤ m0. (2.7)

2.2. Formal derivation. A formal examination of the hierarchy (2.3) leads to expect

gN,m0
m = O(CmN

−m
2 ), (2.8)

so that the a priori estimates (2.2) (or (1.17)) would be far from optimal. If this was true, we
could truncate the hierarchy: neglecting the effect of gN,m0

2 = O(N−1), and focussing on the criti-
cal timescale tN = N , we would be formally led to

∂τg
N,m0
0 + κD̂0g

N,m0
0 = iŜ+

0 (
√
NgN,m0

1 ), (2.9)

( 1
N ∂τ + L̂1 + κ

N D̂1)(
√
NgN,m0

1 ) = iŜ−1 g
N,m0
0 +O(N−1).

This amounts to a slow equation for gN,m0
0 coupled to a fast transport equation for the rescaled

correlation
√
NgN,m0

1 = O(1). Solving the latter, we are led to a closed non-Markovian description for
the tagged particle density,

∂τg
N,m0
0 + κD̂0g

N,m0
0 = −Ŝ+

0

(
1
N ∂τ + L̂1 + κ

N D̂1

)−1
Ŝ−1 g

N,m0
0 +O(N−1), (2.10)

where we expect memory effects to average out as N ↑ ∞. To investigate this more precisely, we
introduce the following version of the Laplace transform, for ϕ : R+ → C,

Lϕ(α) :=

ˆ ∞
0

ϕ(τ) e−(1+iα)τ dτ, ϕ(τ) = eτ
ˆ
R
eiατLϕ(α) d∗α, d∗α := dα

2π . (2.11)

Taking Laplace transform and inserting the definition of Ŝ+
0 , Ŝ

−
1 , L̂1, equation (2.10) becomes

(1 + iα)LgN,m0
0 − divv0((κ Id +AN0 )∇v0Lg

N,m0
0 ) = g +O(N−1),
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in terms of

AN0 (α, v0) :=

ˆ
D

(k1 ⊗ k1)V̂(k1)2
√
M(v1)

(
1+iα
N + ik1 · (v1 − v0) + κ

N D̂1

)−1√
M(v1) d∗ẑ1.

In this formulation, the non-Markovian character of the equation arises from the α-dependence of AN0 .
Passing to the limit N ↑ ∞, one can check that AN0 (α, v0) converges pointwise to the diffusion coeffi-
cient A0(v0) defined in (1.19) (see the proof of Lemma 5.2 for details). Inverting Laplace transform,
we are thus led to gN,m0

0 → g0, where g0 satisfies{
∂τg0 = divv((κ Id +A0)∇vg0),
g0|t=0 = g.

(2.12)

Recalling gN,m0
0 (τ) =

√
MGN,m0

0 (Nτ), cf. (2.1), this would imply

GN,m0
0 (Nτ)→ G0(τ) :=

√
M
−1
g0(τ),

which satisfies the expected Fokker-Planck equation (1.18).
This formal derivation has several important gaps. First, we currently lack a method to establish

the improved correlation estimates (2.8) beyond short timescales and, moreover, such estimates might
only hold in weak topologies. Second, even if these bounds were valid in L2 up to the relevant timescale
tN = N , the O(N−1) error in (2.9) would still only be controlled in H−1, owing to the loss of a velocity
derivative in Ŝ+

1 . As a consequence, when solving the fast transport equation for correlations, the
contribution of this error in (2.10) could be significantly amplified due to filamentation effects. Both
difficulties stem from the fast oscillations of correlation functions over long timescales, which may
induce problematic resonances. A potential way forward, as we already argued in [5], is to start from a
perturbative expansion of all correlation functions as Dyson series, in the hope that explicit oscillatory
contributions never resonate.

2.3. Dyson series expansion. Applying Laplace transform in the form (2.11), the simplified hierar-
chy (2.3) reads as follows,

(
1 + iα+ κ tNN D̂0

)
LgN,m0

0 = g + tN√
N
iŜ+

0 Lg
N,m0
1 ,(

1+iα
tN

+ iL̂m + κ
N D̂m

)
LgN,m0

m = 1√
N

(
iŜ+
mLg

N,m0
m+1 + iŜ−mLg

N,m0
m−1

)
, 1 ≤ m ≤ m0.

(2.13)

Iteratively solving this hierarchy, we obtain an infinite Dyson series for each correlation function gN,m0
m .

Each term in this expansion consists of a sequence of resolvents

(1+iα
tN

+ iL̂m + κ
N D̂m)−1,

interlaced with creation or annihilation operators Ŝ±m, acting on the initial data g. To organize these
contributions, we introduce a representation using Feynman-type diagrams:
— Each connected horizontal line corresponds to a different particle, with the lower line corresponding

to the tagged particle ‘0’.
— Parallel horizontal segments stand for free propagators,(

1+iα
tN

+ iL̂1 + κ
N D̂1

)−1
=

(
1+iα
tN

+ iL̂2 + κ
N D̂2

)−1
= etc.

— Vertical segments merging two horizontal levels are viewed as “collisions” and correspond to applying
creation or annihilation operators,

Ŝm,+j,l =
(particle l)

(particle j)
Ŝm,−j,l =

(particle l)

(particle j)

We emphasize that for Ŝm,−j,l the annihilated index l only runs over 1 ≤ l ≤ m, meaning that the
tagged particle ‘0’ is never annihilated.
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— Diagrams are arbitrary compositions of the above two ingredients, alternating between free propa-
gators and collisions. The complexity of a diagram is the maximal number of horizontal levels that
appear at once on top of the lower level: by assumption, it is always bounded by the truncation
parameter m0. Viewing time as flowing from right to left, we call input (resp. output) variables the
list of particle indices that are present at the right (resp. left) of the diagram.

To give a concrete example,

= S0,+
0,1

(
1+iα
tN

+ iL̂1 + κ
N D̂1

)−1
S1,+

0,2

(
1+iα
tN

+ iL̂2 + κ
N D̂2

)−1
S2,−

1,2

(
1+iα
tN

+ iL̂1 + κ
N D̂1

)−1
S1,−

0,1 ,

and thus, inserting the definition of the operators and carefully tracking the Fourier variables,

g(α, v0) =

ˆ
D2

√
M(v1) k1V̂(k1) · ∇v0

(
1+iα
tN

+ ik1 · (v1 − v0)− κ
N4v[1]

)−1

×
√
M(v2) k2V̂(k2) · ∇v0

(
1+iα
tN

+ ik1 · (v1 − v0) + ik2 · (v2 − v0)− κ
N4v[2]

)−1

×
√
M(v2) k2V̂(k2) · ∇v0

(
1+iα
tN

+ i(k1 + k2) · (v1 − v0)− κ
N4v[1]

)−1

×
√
M(v1) (k1 + k2)V̂(k1 + k2) · ∇v0g(v0) d∗ẑ1d

∗ẑ2,

where for an index set A we let 4vA =
∑

j∈A4vj . Occasionally, we shall indicate the associated
Fourier momentum variables above each horizontal segment, thus representing the above integral as

=

ˆ
(Rd)2 −k1

k1

−k1 − k2
k2

k1 + k2

g(v0) d∗k1d
∗k2.

Note that the definition of the creation and annihilation operators ensures the conservation of the sum
of Fourier variables at each collision.

With this diagrammatic notation, we return to (2.13): taking resolvents, the Duhamel formula can
be written as follows, for all 0 ≤ m ≤ m0,

LgN,m0
m = i√

N

(∑ )
LgN,m0

m−1 + i√
N

(∑ )
LgN,m0

m+1 + 1m=0t
−1
N g, (2.14)

where the sums run over all possibilities for creating or annihilating a particle. Iterating this hierarchy
yields the standard Dyson series, that is, a formal expansion of each correlation function in terms of
diagrams acting on the initial data g. For our purposes, however, it is convenient to reorganize this
expansion slightly: we stop the iteration as soon as we reach LgN,m0

0 , which produces a series expansion
in which the diagrams act directly on the tagged particle density LgN,m0

0 .
More precisely, for 1 ≤ m ≤ m0, the mth-order correlation is formally expressed as the sum of

all diagrams with complexity at most m0, with 1 input and m + 1 output particles, starting with
a collision operator and ending with a free propagator, and never returning to a single particle at
intermediate times. Each diagram is applied to LgN,m0

0 , and a diagram involving n collisions carries a
prefactor tN ( i√

N
)n. Inserting such expansions into the first equation in (2.13), we obtain the following

for the tagged particle density,(
1 + iα− tN

N 4v0

)
LgN,m0

0 = g + tN
(

i√
N

)2 LgN,m0
0

+ tN
(

i√
N

)4(
+ + +

+ + + +
)
LgN,m0

0 + . . . (2.15)

Note that the expansion is always an infinite series despite the finite maximal complexity m0 of the
diagrams. Each collision comes with a velocity derivative, cf. (2.6), so a term with n collisions involves
up to n derivatives of LgN,m0

0 — or of the test function, by duality.
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For tN = N , the first line in (2.15) coincides exactly with the truncated non-Markovian descrip-
tion (2.10) derived formally, (

1 + iα− κ4v0 +
)
LgN,m0

0 = g + . . . , (2.16)

where the ‘hat’ operator is by definition

:= Ŝ0,+
0,1

(
1+iα
tN

+ iL̂1 + κ
N D̂1

)−1
Ŝ1,−

0,1 . (2.17)

The problem is thus reduced to showing that all higher-order terms in the expansion vanish as N ↑ ∞.
We emphasize the advantage of expanding around the tagged particle density LgN,m0

0 rather than
the initial data g: it effectively factors out part of the usual Dyson expansion, allowing the leading
dynamics to emerge directly. This is crucial since the Dyson expansion of the limit dynamics converges
only for specific initial data of exponential type, owing to the accumulation of velocity derivatives
— in contrast with other problems in kinetic theory, such as Lanford’s theorem, where the limiting
Boltzmann equation admits a Dyson series that converges for a wide range of data over short times.

As we shall see, recognizing all diagrams in (2.15) as velocity averages and using phase mixing in
the form of contour deformations in the v-integrals, it is easily checked that each diagram in this series
is uniformly bounded in the weak sense in large enough dimension. We thus find that, term by term,
the error is O(tN ( 1√

N
)4) = O(N−1), but convergence of the series is problematic.

Aiming at a rigorous justification, we truncate the formal expansion (2.15) and need to estimate
the remainder. Restricting the expansion to diagrams with ≤ 2n collisions, the Duhamel formula
for the remainder involves various diagrams with 2n + 1 or 2n + 2 collisions applied to correlation
functions LgN,m0

m with 1 ≤ m ≤ m0, such as

EN := tN
(

1√
N

)2n+1
. . .

(n times)

LgN,m0
1 . (2.18)

Estimating this error in the weak sense, and using the L2 a priori estimate (2.2) on correlations, we
obtain for a test function h ∈ C∞c (Rd),

〈h,EN 〉 . tNN
−n− 1

2

∥∥∥ . . .

(n times)

h
∥∥∥. (2.19)

As we shall see in Section 4, each occurrence of can be controlled by a diffusion in velocity. We
may therefore heuristically write

. . .

(n times)

h (α, k, v0, v1) ≈
[
∇2
v0

(
1+iα
tN

+ ik · (v1 − v0)− κ
N4v[1]

)−1
]n
M(v1)kV̂(k) · ∇v0h(v0).

Evaluating the L2 norm of the resolvents then yields∥∥∥ . . .

(n times)

h
∥∥∥ .n t3nN ‖〈∇v0〉2n+1h‖.

Substituting this estimate into (2.19), we conclude that the truncation error in the Dyson expansion
can be controlled, at best, on the timescale tN � N1/3. In order to reach the thermalization timescale
tN = N , we thus need to find another way.

For κ > 0, the preceding estimates can be partially improved, as the velocity diffusion allows one to
use hypoelliptic resolvent estimates. However, as we show, this improvement alone remains insufficient
to close the argument. More precisely, instead of the following naive bound, which also holds for κ = 0,

‖( 1
tN

+ ik · v − κ
N4v)

−1‖L2(dv)→L2(dv) . tN ,

one can use Airy-type resolvent estimates,

‖( 1
tN

+ ik · v − κ
N4v)

−1‖L2(dv)→L2(dv) . κ−
1
3 |k|−

2
3N

1
3 , (2.20)
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see Lemma 4.5 below. Getting back to (2.19) and using this improved scaling, we obtain for tN = N
and κ > 0,

(2.19) .κ,n tNN−n−
1
2Nn =

√
N.

This error bound does not improve for larger n, showing that diagrams of the type (2.18) in the error
analysis remain problematic.

2.4. Renormalization. Our first key observation is that the worst contributions in the error estimates
arise from diagrams such as (2.18) that involve repeated applications of the hat operator . This
should not come as a surprise: this hat operator can be anticipated to play a central role as it precisely
encodes the thermalization emerging on the slow timescale tN = N , cf. (2.16). This motivates a
renormalization procedure, in which we would resum iterated hat operators.

For illustration, we start by describing this renormalization in casem0 = 2, that is, when correlations
are restricted to two background particles. We then consider the formal geometric series

= +
(

i√
N

)2(
+

)
+
(

i√
N

)4(
+ + +

)
+ . . .

Since the hat operator is comparable to diffusion in velocity, cf. Section 4, this formal series converges
only when applied to functions of exponential type. A more robust approach is to define as the
modified resolvent

:=
(

1+iα
tN

+ L̂1 + κ
N D̂1 + 1

N + 1
N

)−1
. (2.21)

We show in Section 4 that this resolvent is well-defined and bounded on L2, and we refer to it as the
(2-particle) renormalized propagator.

In case m0 > 2, some additional care is required as it is convenient to further renormalize all nested
hat operators, that is, contributions like

and so on.

For that purpose, we define an iterative renormalization scheme; see Lemma 4.2 below for its well-
posedness. We emphasize that the renormalization of nested hat operators is not strictly needed in
our approach, but it strongly simplifies the combinatorial structure in the error analysis.

Definition 2.1 (Renormalization). Given m0 ≥ 1, the hat propagator on L2(D̂m+1) is defined
iteratively as follows, for all 1 ≤ m ≤ m0:
— For m = m0, we define on L2(D̂m+1),

:=
(

1+iα
tN

+ L̂m + κ
N D̂m

)−1
=

— For 1 ≤ m < m0, we define on L2(D̂m+1),

:=
(

1+iα
tN

+ L̂m + κ
N D̂m + 1

N

∑ )−1
,

where we have set ∑
:=

m∑
j=0

Ŝm,+j,m+1 Ŝm+1,−
j,m+1

in terms of the operator assumed to be already defined on L2(D̂m+2).

With this renormalization procedure, the Dyson series (2.15) gets drastically simplified: up to
replacing propagators by their renormalized versions, we can remove all the diagrams involving hat
operators. For tN = N , this means(

1 + iα−4v0 +
)
LgN,m0

0 = g + 1
N

(
+ +
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+ + +
)
LgN,m0

0 + . . . (2.22)

and it remains to show that all the diagrams in the right-hand side are O( 1
N ) error terms.

2.5. Error estimates: ‘ansatz’ approach. Instead of working directly with the renormalized ex-
pansion (2.22) and estimating the truncation error via Duhamel formula, it is often advantageous to
view the remainder as satisfying itself a PDE. Equivalently, this means interpreting the truncated
Dyson expansion as an ansatz providing an approximate solution of the original problem, with the er-
ror typically appearing as lower-order source terms represented by explicit diagrams. This perspective
allows to leverage PDE techniques for the original problem to obtain neat error estimates. See e.g. [3,
Section 3.5] and references therein for a discussion in the context of weak turbulence.

In this work, we adopt a similar viewpoint, interpreting the truncated renormalized Dyson expan-
sion (2.22) as an approximate solution of the hierarchy (2.3). The specific unitary structure of the
latter can then be exploited and is crucial for deriving neat error estimates. This approach is developed
in detail in Section 3. We emphasize that the ansatz must then be constructed for the entire sequence
of correlation functions, requiring consideration of the Dyson expansion for each of them, not just
for gN,m0

0 as we focus on in this introduction.

2.6. Toolbox for diagrammatic estimates. To estimate the iterated resolvents appearing in the
diagrammatic expressions, we systematically rely on two key analytical tools:

— Phase mixing: Resolvent estimates in operator norm yield N -dependent bounds due to filamenta-
tion effects. However, since annihilation operators involve velocity averages, phase mixing can be
exploited to obtain uniform-in-N estimates. As usual, this mechanism is conveniently implemented
via contour deformations. For instance, deforming the integration path as v 7→ v− ik̂ with k̂ := k

|k| ,
we obtain∣∣∣ˆ

Rd
( 1
tN

+ik·v− κ
N4v)

−1M(v) dv
∣∣∣ =

∣∣∣ ˆ
Rd

( 1
tN

+|k|+ik·v− κ
N4v)

−1M(v−ik̂) dv
∣∣∣ . |k|−1. (2.23)

Such contour deformations remain valid after renormalization; see Section 4.3.

— Hypoelliptic estimates: As already noted in (2.20), for κ > 0, the O( 1
N ) velocity diffusion included

in the model allows one to exploit hypoelliptic estimates and the resulting enhanced dissipation.
At the level of resolvent estimates, this yields the bound

‖( 1
tN

+ ik · v − κ
N4v)

−1‖L2(dv)→L2(dv) .κ |k|−
2
3N

1
3 , (2.24)

see Lemma 4.5, which constitutes a substantial improvement over the naive bound O(tN ) that
would be optimal for κ = 0. This also remains valid after renormalization; see Section 4.4.

If no O( 1
N ) velocity diffusion was included in the model (that is, if κ = 0), the hat operator — being

comparable to a diffusion in velocity — would still make the renormalization procedure effectively add
such a diffusion to the free transport operator. One would then expect hypoelliptic estimates to emerge
for the renormalized propagators even in this case. Although it is usual for renormalized propagators
to satisfy improved bounds, this appears to be the first instance where the improvement arises via
regularity theory. Nevertheless, the hat operator satisfies only 0 ≤ . −4v and is not uniformly
elliptic in velocity (notably because of its time dependence). As a consequence, its precise hypoelliptic
properties remain difficult to characterize and exploit. For the present analysis, we therefore restrict
to the simplified setting in which an explicit O( 1

N ) velocity diffusion is included in the model (that
is, κ > 0); see assumption (H2).
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2.7. Limitations of the strategy. When truncating the formal renormalized Dyson expansion (2.22)
with tN = N , the remainder involves a variety of diagrams, such as

FN := N
(

i√
N

)2`+m+2

. . .
(` times)

(m times) LgN,m0
m . (2.25)

Estimating this error term in the weak sense and using the a priori L2 bounds (2.2) on correlations,
we find for a test function h ∈ C∞c (Rd),

〈h, FN 〉 . N−`−
m
2

∥∥∥∥
. . .

(` times)

(m times) h

∥∥∥∥. (2.26)

Compared to hat operators, a key feature of the iterated subdiagram is that it mixes momentum
variables: omitting the renormalization for simplicity, we indeed find

g(ẑ0, ẑ1) = −
ˆ
D

√
M(v2)k2V̂(k2) · ∇v0

(
1
tN

+ i(k0 − k2) · v0 + ik1 · v1 + ik2 · v2 − κ
N4v[2]

)−1

×
√
M(v2)k2V̂(k2) · ∇v1g

(
(k0 − k2, v0), (k1 + k2, v1)

)
dẑ2,

and thus, applying contour deformation v2 7→ v2 − ik̂2 with k̂2 = k2
|k2| ,∣∣ g(ẑ0, ẑ1)

∣∣ . ˆ
Rd
〈k2〉V̂(k2)2

∣∣∣∇2
v0v1

g
(

(k0 − k2, v0), (k1 + k2, v1)
)∣∣∣ dk2.

Returning to (2.26) and using such estimates, we may heuristically write

. . .
(` times)

h(k0, v0) ≈
ˆ

(Rd)`+1×Rd

√
M(v1)k1V̂(k1)·∇v0

(
1
tN

+i(k0−k1)·v0 +ik1 ·v1− κ
N4v[1]

)−1

×
`+1∏
j=2

〈kj〉V̂(kj)
2∇2

v0v1

(
1
tN

+ i(k0 − k̄j) · v0 + ik̄j · v1 − κ
N4v[1]

)−1

×
√
M(v1)k1V̂(k1) · ∇v0h(k0, v0) dk1 . . . dk`+1dv1,

with the short-hand notation k̄j :=
∑j

l=1 kl. Since this expression involves an average of resolvents
with respect to v1 and since hypoelliptic resolvent estimates would not provide sufficiently good bounds
here, we have to attempt another contour deformation. To do so, we need to find a suitable direction to
deform: given k1, . . . , k`+1, if there exists ν ∈ Sd−1 such that ν · k̄j > 0 for all j, then the deformation
v1 7→ v1 − iν would yield an O(1) bound. Yet, by Wendel’s theorem, such a direction ν exists for
almost all k1, . . . , k`+1 only provided that the space dimension is d > `. We then get formally∣∣∣ . . .

(` times)

h(k0, v0)
∣∣∣ . ‖∇`+2

v0
h‖L∞ .

With this estimate at hand, let us now return to the estimation of the error term (2.26). As for the
last m creation operators in the diagram we can only rely on hypoelliptic resolvent estimates (2.24),
we obtain, provided d > `,

〈h, FN 〉 . N−`−
m
2 N

2m+`+1
3 = N−

1
6

(4`−m−2),

which becomes o(1) whenever ` > m
4 + 1

2 . Since diagrams of the form (2.25) appear among remainder
terms for all m ≤ m0, while ` depends on how far the Dyson series is expanded, we conclude that
remainder terms cannot be made small unless the space dimension satisfies d > m0

4 . In other words,
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the space dimension must be sufficiently large relative to the truncation parameter m0 in the hierarchy.
This explains the main limitation appearing in Theorem 1.3.

Notation.

— We denote by C ≥ 1 any constant that only depends on d, β,m0, and on controlled norms of V. We
use the notation . for ≤ C× up to such a multiplicative constant C, and we write � for ≤ C× up
to a sufficiently large constant C. We add subscripts to C,.,� to indicate dependence on other
parameters.

— For any m, we denote by 〈·, ·〉 and ‖·‖ the scalar product and norm on L2(D̂m). We add a subscript
‘k’ and write 〈·, ·〉k and ‖·‖k for the corresponding scalar product and norm on L2((Rd)m) with fixed
momentum variables. We further write ||| · ||| for the norm on L2(R × D̂m), including integration
over the Laplace variable.

— We use the short-hand notation [a] = {0, . . . , a} and [a, b] = {a, . . . , b} for integers 0 ≤ a ≤ b, and
we set zA = (zi1 , . . . , zik) for an index subset A = {i1, . . . , ik}.

3. Construction of an ansatz

As explained, instead of working directly with the formal renormalized Dyson expansion (2.22)
and estimating the truncation error, we interpret the truncated renormalized expansion as an ansatz
defining an approximate solution of the hierarchy (2.3), which is particularly convenient to derive error
estimates. In this approach, an ansatz must be constructed for all correlation functions, thus requiring
to consider the corresponding Dyson expansion for each. For instance, for m = 1, the expansion reads

LgN,m0
1 =

(
i√
N

)
LgN,m0

0

+
(

i√
N

)3(
+ + + + +

)
LgN,m0

0 + . . . (3.1)

The construction of a suitable ansatz follows the following strategy:

— For the tagged particle density, we simply choose g̃N,m0
0 := g̃N0 as the solution of the truncated

non-Markovian equation (2.10) obtained in the formal derivation, independently of the truncation
parameter m0.

— For correlation functions, 1 ≤ m ≤ m0, the ansatz g̃
N,m0
m is defined by truncating the formal Dyson

expansion (e.g. (3.1) for m = 1) and replacing all occurrences of the tagged particle density gN,m0
0

with its ansatz g̃N0 . By including a sufficient number of diagrams, depending on m0, this procedure
is expected to yield a good approximation of gN,m0

m .

3.1. Ansatz for tagged particle density. For the tagged particle density gN,m0
0 , taking inspiration

from (2.10), we define g̃N,m0
0 := g̃N0 as the solution of the following equation,{

(∂τ + κtN
N D̂0)g̃N0 = −

(
tN√
N

)2 ´ τ
0 Ŝ

0,+
0,1 e

−tN (τ−τ ′)(iL̂1+ κ
N
D̂1)Ŝ1,−

0,1 g̃
N
0 (τ ′) dτ ′,

g̃N0 |τ=0 = g.

We emphasize that this choice is independent of the truncation parameter m0. Applying Laplace
transform, this equation reads (

1 + iα+ κtN
N D̂0 + tN

N

)
Lg̃N0 = g. (3.2)

Well-posedness and regularity estimates for g̃N0 easily follow by noting that the hat operator is non-
negative and is controlled by diffusion in velocity; see Section 5 below.
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3.2. Ansatz for correlations. The suitable choice of an ansatz for correlations {g̃N,m0
m }1≤m≤m0 is

more delicate and will depend on the value of the truncation parameter m0. We start by introducing
some combinatorial structure associated with the sequences of creation and annihilation operators that
appear in the renormalized Dyson series.
— Informally, we define abstracts as finite sequences of ±1, where +1 and −1 correspond to creation

and annihilation operators, respectively. As diagrams have complexity bounded by m0, we require
that at intermediate steps we never reach more than m0 background particles. We say that an
abstract has degree m if it creates in total m background particles.

— We define histories by complementing a given abstract with the set of annihilated or created indices.
More precisely, at i-th collision, if si = 1 (resp. si = −1), we let bi be the index of the created
particle (resp. annihilated particle) and we let ai be the index of the particle with which it collides.
As renormalization has removed all hats in the diagrams, we require that for (si, si+1) = (1,−1)
we have (ai, bi) 6= (ai+1, bi+1).

There are various ways to truncate the Dyson series, but for convenience we shall proceed by restrict-
ing the summation to some special sets of abstracts, which we call admissible sets. More precisely,
abstracts, histories, and admissible sets of abstracts are defined as follows.

Definition 3.1 (Abstracts and histories).
• An abstract is a finite sequence (s1, . . . , sn) ∈ {±1}n such that we have for some 0 ≤ m ≤ m0,

m+

n∑
i=1

si = 0, and 0 < m+

j∑
i=1

si ≤ m0 for all 1 ≤ j < n,

and m is then called the degree of the abstract.
• A set of abstracts Ω is admissible if for any (s1, . . . , sn) ∈ Ω we have (s2, · · · sn) ∈ Ω and also

(−1, s1, · · · sn) ∈ Ω provided that its degree is still ≤ m0. We naturally decompose Ω = t0≤m≤m0Ωm,
where Ωm stands for the subset of abstracts with degree m,

Ωm :=
{

(s1, . . . , sn) ∈ Ω : m+
n∑
i=1

si = 0
}
.

In addition, we define the boundary ∂Ω = t0≤m<m0∂Ωm with

∂Ωm :=
{

(1, s1, . . . , sn) /∈ Ωm : (s1, . . . , sn) ∈ Ωm+1

}
.

• Given an abstract (s1, . . . , sn) with degreem, we define associated histories as sequences (si, ai, bi)1≤i≤n
with ai ∈ N, bi ∈ N \ {0}, ai 6= bi, such that:
— if (si, si+1) = (1,−1), then (ai, bi) 6= (ai+1, bi+1);
— if si = 1, then ai ∈ ωi−1 and bi = 1 + max∪j:j<iωj = 1 + max(m, a1, b1, . . . , ai−1, bi−1);
— if si = −1, then ai ∈ ωi−1 and bi ∈ ωi−1 \ {ai, 0};
where the index sets (ωi)0≤i≤n are defined iteratively as follows,

ω0 := {0, . . . ,m}, ωi :=

{
ωi−1 ∪ {1 + max∪j:j<iωj}, if si = 1,
ωi−1 \ {bi}, if si = −1.

(3.3)

We denote by H(s1, . . . , sn) the set of histories associated with the abstract (s1, . . . , sn).

• The contribution of an abstract (s1, . . . , sn) is defined as the following operator on L2(D̂),

I(s1,...,sn) :=
∑

(sj ,aj ,bj)j∈H(s1,...,sn)

Ŝs1a1,b1
. . . Ŝsnan,bn , (3.4)

where we omit the superscript indicating the number of particles in Ŝ±aj ,bj as there is no ambiguity.

This defines an operator L2(D̂)→ L2(D̂m+1) if the abstract has degree m.
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In terms of this combinatorial structure, we are now in position to define the suitable ansatz for
correlation functions: given an admissible set of abstracts Ω, which will be chosen later on, we define
for all 1 ≤ m ≤ m0,

Lg̃N,m0
m :=

∑
n≥1

( i√
N

)n ∑
(s1,...,sn)∈Ωm

I(s1,...,sn) Lg̃N0 , (3.5)

where we recall that g̃N0 is the ansatz (3.2) for the tagged particle density. (We emphasize that form = 0

this formula does not hold as it does not coincide with the actual choice g̃N,m0
0 = g̃N0 .)

3.3. Approximate hierarchy. In order to compare the above constructed ansatz with the true solu-
tion of the hierarchy (2.3), we compare the equations they satisfy: the ansatz only satisfies the desired
hierarchy up to some remainder terms. The notion of admissible abstracts in the definition of the
ansatz is precisely tailored to yield a tractable formula for the remainder terms.

Lemma 3.2. The ansatz (3.2)–(3.5) satisfies for all 0 ≤ m ≤ m0,(
∂τ + itN L̂m + κtN

N D̂m

)
g̃N,m0
m =

itN√
N

(
Ŝ+
mg̃

N,m0
m+1 + Ŝ−mg̃

N,m0
m−1

)
+RN,m0

m , (3.6)

with initial data g̃N,m0
m |τ=0 = g1m=0, where we have set for convenience g̃N,m0

m = 0 for m < 0 or
m > m0, and where the remainder terms are given as follows for all 1 ≤ m ≤ m0,

LRN,m0
0 := − tN

N2

∑
n≥3

( i√
N

)n−3 ∑
(s1,...,sn)∈Ω1

Ŝ+
0 I(s1,...,sn)Lg̃N0

+
tN
N2

1m0≥2

(
+

)
Lg̃N0 , (3.7)

LRN,m0
m :=

itN

N3/2
1m<m0

∑
n≥3

( i√
N

)n−3 ∑
(s1,...,sn)∈∂Ωm

I(s1,...,sn)Lg̃N0 . (3.8)

Proof. For m = 0, inserting the definition of g̃N0 and g̃N,m0
1 , cf. (3.2) and (3.5), we find(

1 + iα+ κtN
N D̂0

)
Lg̃N0 −

itN√
N
Ŝ+

0 Lg̃
N,m0
1

= g + tN

( i√
N

)2
Lg̃N0 − tN

∑
n≥1

( i√
N

)n+1 ∑
(s1,...,sn)∈Ω1

Ŝ+
0 I(s1,...,sn)Lg̃N0

= g + tN

( i√
N

)2(
−

)
Lg̃N0 − tN

∑
n≥3

( i√
N

)n+1 ∑
(s1,...,sn)∈Ω1

Ŝ+
0 I(s1,...,sn)Lg̃N0 ,

where we have noted that for n = 1 the only length-1 abstract (s1) ∈ Ω1 is (s1) = (−1), and that the
length of abstracts in Ω1 is always odd. By definition of the renormalized propagator, cf. Definition 2.1,
the resolvent identity yields

− =
1

N
1m0≥2

(
+

)
,

and we conclude that equation (3.6) indeed holds form = 0 with remainder RN,m0
0 given by the claimed

formula (3.7).
We turn to the equation for higher correlations,m ≥ 1. Given an abstract (s1, . . . , sn) with degreem,

by definition of the renormalized propagator, the resolvent identity yields(
1 + iα+ itN L̂m + κtN

N D̂m

)
I(s1,...,sn) = tNI(s1,...,sn) + tN

( i√
N

)2(∑ )
I(s1,...,sn).
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By definition (3.4) of I(s1,...,sn) and by definition of histories, cf. Definition 3.1, we can decompose

I(s1,...,sn) =
(
1s1=1Ŝ

+
m + 1s1=−1Ŝ

−
m

)
I(s2,...,sn) − 1(s1,s2)=(1,−1)

(∑ )
I(s3,...,sn),

so the above becomes(
1 + iα+ itN L̂m + κtN

N D̂m

)
I(s1,...,sn) − tN

(
1s1=1Ŝ

+
m + 1s1=−1Ŝ

−
m

)
I(s2,...,sn)

= tN

(∑ )(( i√
N

)2
I(s1,...,sn) − 1(s1,s2)=(1,−1) I(s3,...,sn)

)
.

Summing over admissible abstracts, recalling the definition of the ansatz, cf. (3.5), and simplifying the
telescoping sum, we find(

1 + iα+ itN L̂m + κtN
N D̂m

)
Lg̃N,m0

m − itN√
N
Ŝ+
m

∑
n≥1

( i√
N

)n ∑
(s1,...,sn)∈Ωm+1
(1,s1,...,sn)∈Ωm

I(s1,...,sn)Lg̃N0

− 1m=1
itN√
N
Ŝ−mLg̃N0 − 1m≥2

itN√
N
Ŝ−m
∑
n≥1

( i√
N

)n ∑
(s1,...,sn)∈Ωm−1
(−1,s1,...,sn)∈Ωm

I(s1,...,sn)Lg̃N0

= − tN
N

(∑ )∑
n≥1

( i√
N

)n ∑
(s1,...,sn)∈Ωm

(1,−1,s1,...,sn)/∈Ωm

I(s1,...,sn)Lg̃N0 . (3.9)

Now using that Ω is an admissible set of abstracts, and recognizing the definition (3.5) of the ansatz,
we obtain(

1 + iα+ itN L̂m + κtN
N D̂m

)
Lg̃N,m0

m − itN√
N

(
Ŝ+
mLg̃

N,m0
m+1 + Ŝ−mLg̃

N,m0
m−1

)
= − itN√

N
Ŝ+
m

∑
n≥1

( i√
N

)n ∑
(s1,...,sn)∈Ωm+1
(1,s1,...,sn)/∈Ωm

I(s1,...,sn)Lg̃N0

− tN
N

(∑ )∑
n≥1

( i√
N

)n ∑
(s1,...,sn)∈Ωm

(1,−1,s1,...,sn)/∈Ωm

I(s1,...,sn)Lg̃N0 .

Further reorganizing the right-hand side and recalling the definition of the boundary ∂Ωm, we con-
clude that equation (3.6) indeed holds for 1 ≤ m ≤ m0 with remainder RN,m0

m given by the claimed
formula (3.8). �

3.4. Error estimates. As the ansatz is an approximate solution of the hierarchy (2.3), cf. Lemma 3.2,
we can now appeal to the unitary structure of the latter to deduce error estimates.

Lemma 3.3. The ansatz (3.2)–(3.5) satisfies for all 0 ≤ m ≤ m0,

sup
τ≥0

(
e−τ‖(gN,m0

m − g̃N,m0
m )(τ)‖

)
+ ||| LgN,m0

m − Lg̃N,m0
m ||| .

( m0∑
m=0

||| LRN,m0
m |||2

) 1
2
,

where (RN,m0
m )0≤m≤m0 is defined in (3.7)–(3.8).

Proof. As the ansatz satisfies the approximate hierarchy (3.6), we have for all 0 ≤ m ≤ m0,(
t−1
N ∂τ + iL̂m + κ

N D̂m

)
(gNm − g̃N,m0

m )

=
1√
N

(
iŜ+
m(gNm+1 − g̃

N,m0
m+1 ) + iŜ−m(gNm−1 − g̃

N,m0
m−1 )

)
− t−1

N RN,m0
m ,



20 M. DUERINCKX AND C. LE BIHAN

with vanishing initial data (gN,m0
m − g̃N,m0

m )|τ=0 = 0. By the unitarity structure of the hierarchy,
cf. (2.7), we obtain the energy identity

∂τ

m0∑
m=0

‖gN,m0
m − g̃N,m0

m ‖2 + 2
κtN
N

m0∑
m=0

‖∇v[m]
(gN,m0
m − g̃N,m0

m )‖2 = −2

m0∑
m=0

〈gN,m0
m − g̃N,m0

m , RN,m0
m 〉.

Integrating in time and using nonnegativity of the dissipation term, we find( m0∑
m=0

‖(gN,m0
m − g̃N,m0

m )(τ)‖2
) 1

2 ≤
ˆ τ

0

( m0∑
m=0

‖RN,m0
m ‖2

) 1
2
.

To estimate the right-hand side, we use the bound
´ τ

0 ‖ϕ‖ . (
´ τ

0 e
2σdσ)1/2 ||| Lϕ ||| ≤ eτ ||| Lϕ ||| in terms

of the Laplace transform (2.11). This yields the first part of the claim. For the second part, we apply
Laplace transform to the evolution equation satisfied by gNm − g̃

N,m0
m and repeat the above estimate at

the level of Laplace transforms. �

4. Renormalized propagators

This section is devoted to the study of the renormalized propagators introduced in Definition 2.1,
which amounts to formally resumming the contributions of hat (and nested hat) operators.

4.1. Properties of the hat operator. Before analyzing the renormalization procedure, we start by
studying the hat operator and we show that it is nonnegative and controlled by diffusion in velocity.

Lemma 4.1. For all 0 ≤ m < m0, gm, hm ∈ C∞c (D̂m+1), and ` ≥ 0, we have

<
〈
gm ,

(∑ )
gm

〉
k
≥ 0,∥∥∥∇`v[m]

(∑ )
gm

∥∥∥
k
.`

`+1∑
s=0

CVs 〈k[m]〉s‖∇`+2−s
v[m]

gm‖k,

∣∣∣〈hm , ∇`v[m]

(∑ )
gm

〉
k

∣∣∣ .` ‖∇v[m]
hm‖k

∑̀
s=0

CVs 〈k[m]〉s‖∇`+1−s
v[m]

gm‖k,

where we have defined

CVs :=

ˆ
Rd
〈k〉s|k|1−sV̂(k)2 dk.

In particular, we can deduce

<
〈
∇`v[m]

gm , ∇`v[m]

(∑ )
gm

〉
k
&` −‖∇`+1

v[m]
gm‖k

∑̀
s=1

CVs 〈k[m]〉s‖∇`+1−s
v[m]

gm‖k. (4.1)

Proof. We split the proof into three steps.

Step 1: Positivity.
By definition, for 0 ≤ m < m0, the hat operator reads as follows,∑

= −
m∑
j=0

divvj

[ˆ
D

(km+1 ⊗ km+1)V̂(km+1)2
√
M(vm+1)

×
(

1+iα
tN

+

m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−1√
M(vm+1) d∗km+1 dvm+1

]
∇vj . (4.2)

As the resolvent identity yields

<
(

1+iα
tN

+
m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−1
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=

(
1−iα
tN
−

m∑
l=0

ikl · vl − ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−1

×
(

1
tN
− κ

N4v[m+1]

)(
1+iα
tN

+

m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−1

,

we obtain for gm ∈ C∞c (D̂m+1),

<
〈
gm,

(∑ )
gm

〉
k

=

m∑
j=0

ˆ
(Rd)m+3

hm,j(ẑ[m+1])
(

1
tN
− κ

N4v[m+1]

)
hm,j(ẑ[m+1]) dv[m]d

∗ẑm+1,

where we have set for abbreviation

hm,j(ẑ[m+1]) :=

(
1+iα
tN

+

m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−1

×
(
km+1V̂(km+1) · ∇vjg(vj)

√
M(vm+1)

)
.

The claimed positivity follows.

Step 2: Control by velocity diffusion.
Starting point is the following commutation relation, for 0 ≤ j ≤ m,[

∇v[m]
, 1+iα

tN
+

m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

]
= i(k[m]\{j}, kj − km+1),

from which we can deduce, for n ≥ 0,

∇nv[m]

(
1+iα
tN

+
m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−1

=
n∑
s=0

(−i)s
(
n

s

)
(k[m]\{j}, kj−km+1)⊗s

(
1+iα
tN

+
m∑
l=0

ikl ·vl+ikm+1 ·(vm+1−vj)− κ
N4v[m+1]

)−s−1

∇n−sv[m]
.

By definition of the hat operator, cf. (4.2), we then get

∇nv[m]

(∑ )
gm = −

m∑
j=0

n∑
s=0

n!

(n− s)!
divvj

(
Gs∇vj∇n−sv[m]

gm

)
, (4.3)

or alternatively, further expanding the remaining divergence,

∇nv[m]

(∑ )
gm = −

m∑
j=0

n∑
s=0

n!

(n− s)!
Gs : ∇2

vj∇
n−s
v[m]

gm −
m∑
j=0

n∑
s=0

n!(s+ 1)

(n− s)!
G′s,j · ∇vj∇n−sv[m]

gm, (4.4)

in terms of the operators

Gs := (−i)s
ˆ
D

(km+1 ⊗ km+1)V̂(km+1)2
√
M(vm+1)(k[m]\{j}, kj − km+1)⊗s

×
(

1+iα
tN

+
m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−s−1√
M(vm+1) d∗ẑm+1,

G′s,j := (−i)s+1

ˆ
D

(km+1 ⊗ km+1)V̂(km+1)2
√
M(vm+1)(k[m]\{j}, kj − km+1)⊗s+1

×
(

1+iα
tN

+
m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−s−2√
M(vm+1) d∗ẑm+1.
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In order to perform complex contour deformation in vm+1, we rely on the following Green’s representa-
tion formula for transport-diffusion resolvent operators, which is easily checked by a Fourier calculation:
for σ > 0, <ω > 0, and h ∈ C∞c (Rd),

(ω+ ik ·v−σ4v)
−1h(v) =

1

(4πσt)d/2

ˆ ∞
0

ˆ
Rd

exp

(
− tω− itk · (u+ v)

2
− σ|k|

2t3

12
− |u− v|

2

4σt

)
h(u) dudt.

Returning to the above operator Gs, recalling that M is the Maxwellian distribution, and using the
holomorphy of the Green’s function, we can appeal to the holomorphy of the integrands in vm+1 and
perform complex contour deformation,

vm+1 7→ vm+1 − ik̂m+1,

where we use the short-hand notation k̂ := k
|k| . This allows us to rewrite Gs as

Gs = (−i)s
ˆ
D

(km+1 ⊗ km+1)V̂(km+1)2
√
M(vm+1 − ik̂m+1)(k[m]\{j}, kj − km+1)⊗s

×
(

1+iα
tN

+ |km+1|+
m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj)− κ
N4v[m+1]

)−s−1√
M(vm+1 − ik̂m+1) d∗ẑm+1,

from which we can directly estimate

‖Gsgm‖k . ‖gm‖k
ˆ
Rd
〈k[m+1]〉s|km+1|1−sV̂(km+1)2 dkm+1 . CVs 〈k[m]〉s‖gm‖k, (4.5)

and similarly
‖G′s,jgm‖k . CVs+1〈k[m]〉s+1‖gm‖k.

Combining this with (4.3) and (4.4), we obtain the desired estimates.

Step 3: proof of (4.1).
Singling out the term with s = 0 in (4.3), we get

∇nv[m]

(∑ )
gm = −

m∑
j=0

divvj

(
G0∇vj∇nv[m]

gm

)
−

m∑
j=0

n∑
s=1

n!

(n− s)!
divvj

(
Gs∇vj∇n−sv[m]

gm

)
,

and thus,〈
∇nv[m]

gm , ∇nv[m]

(∑ )
gm

〉
k

=

m∑
j=0

〈
(∇vj∇nv[m]

gm) , G0 (∇vj∇nv[m]
gm)

〉
k

+

m∑
j=0

n∑
s=1

n!

(n− s)!

〈
(∇vj∇nv[m]

gm) , Gs (∇vj∇n−sv[m]
gm)

〉
k
.

As the result of Step 1 yields <G0 ≥ 0, we note that the first right-hand side term has nonnegative
real part. The claim (4.1) then follows from (4.5). �

4.2. Renormalized propagator. We start by showing that the iterative definition of the renormal-
ized propagator in Definition 2.1 makes sense. This easily follows by showing at the same time that
the renormalized hat operators are nonnegative, thus extending the corresponding positivity statement
for the hat operator in Lemma 4.1.

Lemma 4.2. Definition 2.1 for the renormalized propagator makes sense and yields a bounded oper-
ator on L2(D̂m+1) for all 1 ≤ m ≤ m0. In addition, the associated renormalized hat operator is
nonnegative: for all 0 ≤ m < m0 and gm ∈ C∞c (D̂m+1),

<
〈
gm ,

(∑ )
gm

〉
k
≥ 0.
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Proof. As the definition of the renormalized propagator is iterative, we argue by induction. Recalling
that for m = m0 we have = on L2(D̂m0+1), cf. Definition 2.1, we can use Lemma 4.1 to
initiate the induction. We then split the proof into two steps.

Step 1. Proof that, for all 0 ≤ m < m0, if is well-defined on L2(D̂m+2) and if the renormalized
hat operator on L2(D̂m+2) is nonnegative in the sense of

<
〈
gm+1 ,

(∑ )
gm+1

〉
k
≥ 0,

then the operator on L2(D̂m+1) is also nonnegative in the sense of

<
〈
gm ,

(∑ )
gm

〉
k
≥ 0.

By definition of collision operators in the diagrammatic notation, as is assumed well-defined and
bounded on L2(D̂m+2), we can write〈

gm ,
(∑ )

gm

〉
k

=

m∑
j=0

〈
gm , Ŝ

m,+
j,m+1 Ŝm+1,−

j,m+1 gm

〉
k

=
m∑
j=0

ˆ
Rd

ˆ
(Rd)m+2

hjm+1

×
(
iα+1
tN

+
m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj) + κ
N D̂m+1 + 1

N

∑ )−1

hjm+1 dv[m+1]d
∗km+1,

in terms of
hjm+1 :=

√
M(vm+1)km+1V̂(km+1) · ∇vjgm(ẑ[m]).

Taking the real part and using the resolvent identity as in Step 1 of the proof of Lemma 4.1, we obtain

<
〈
gm ,

(∑ )
gm

〉
k

=

m∑
j=0

<
ˆ
Rd

ˆ
(Rd)m+2

Hj
m+1

(
1
tN

+ κ
N D̂m+1 + 1

N

∑ )
Hj
m+1 dv[m+1]d

∗km+1,

in terms of

Hj
m+1 :=

(
iα+1
tN

+

m∑
l=0

ikl · vl + ikm+1 · (vm+1 − vj) + κ
N D̂m+1 + 1

N

∑ )−1

hjm+1.

From this identity, as the operator
∑

is assumed to be nonnegative on L2(D̂m+2), we conclude

that the same must hold for the corresponding operator on L2(D̂m+1).

Step 2. Proof that, for all 1 ≤ m ≤ m0, if is well-defined and bounded on L2(D̂m+2) and
if is nonnegative on L2(D̂m+1) in the sense of Step 1, then the definition of on L2(D̂m+1) in
Definition 2.1 also makes sense and we have

‖ gm‖k ≤ tN‖gm‖k.

Given gm ∈ C∞c (D̂m+1), consider the equation(
iα+1
tN

+
m∑
l=0

ikl · vl + κ
N D̂m + 1

N

∑ )
hm = gm.

Testing with hm, taking the real part, and using the assumed nonnegativity of , we deduce

1
tN
‖hm‖2k + κ

N ‖∇v[m]
hm‖2k ≤ ‖gm‖k‖hm‖k,
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and thus
‖hm‖k ≤ tN‖gm‖k.

This proves that hm = gm is well-defined and satisfies the desired estimate. �

4.3. Complex deformations of renormalized propagator. Similarly as the transport-diffusion
resolvent ( iα+1

tN
+ ik · v− κ

N4v)
−1 can be deformed in the complex plane when applied to holomorphic

functions in velocity, cf. (2.23), we show that similar deformations can be performed on renormalized
propagators. This is useful as deformations can be chosen to obtain uniform-in-N resolvent estimates.
Complex deformations are performed at the level of velocity translations and we start with some
notation: for ξ[m] ∈ (Rd)m+1, we denote by τξ[m]

the translation operator on L2(D̂m+1),

(τξ[m]
gm)(ẑ[m]) = gm(k[m], v[m] + ξ[m]), (4.6)

and we consider the conjugation operator Tξ[m]
, for any operator Xm on L2(D̂m+1),

Tξ[m]
[Xm] := τξ[m]

Xm τ−ξ[m]
. (4.7)

On top of the deformability of , we also show at the same time that the renormalized hat oper-
ator satisfies similar bounds as the hat operator in Lemma 4.1. This is split into two different
statements, but both will be proven at once.

Proposition 4.3. Assume that κ � CV0 :=
´
Rd |k|V̂(k)2 dk is sufficiently large. For all 0 ≤ m < m0,

gm, hm ∈ C∞c (D̂m+1), and ` ≥ 0, the renormalized hat operator satisfies∣∣∣〈hm , (∑ )
gm

〉
k

∣∣∣ . CV0 ‖∇v[m]
hm‖k‖∇v[m]

gm‖k,∥∥∥∇`v[m]

(∑ )
gm

∥∥∥
k
.`

`+1∑
s=0

〈k[m]〉s‖∇`+2−s
v[m]

gm‖k,

∣∣∣〈hm , ∇`v[m]

(∑ )
gm

〉
k

∣∣∣ .` ‖∇v[m]
hm‖k

∑̀
s=0

〈k[m]〉s‖∇`+1−s
v[m]

gm‖k.

In addition, generalizing the positivity statement of Lemma 4.2, we have for all ` ≥ 0,

<
〈
∇`v[m]

gm , ∇`v[m]

(∑ )
gm

〉
k
&` −‖∇`+1

v[m]
gm‖k

∑̀
s=1

〈k[m]〉s‖∇`+1−s
v[m]

gm‖k. (4.8)

Proposition 4.4. Assume that κ � CV0 :=
´
Rd |k|V̂(k)2 dk is sufficiently large. Given 1 ≤ m ≤ m0,

let k[m] ∈ (Rd)m+1 be fixed with
∑

j kj = 0. Choose ν0, . . . , νm ∈ Sd−1 with
∑

j kj · νj > 0, and let

Smν[m]
:=
(
Rd − i[0, mm0

]ν0

)
× . . .×

(
Rd − i[0, mm0

]νm
)
.

Then, for all gm ∈ C∞c (D̂m+1) and v[m] ∈ (Rd)m+1, the map

ξ[m] 7→ Tξ[m]

[ ]
gm(ẑ[m])

can be extended holomorphically to ξ[m] ∈ Smν[m]
, and this extension satisfies for all ` ≥ 0,∥∥∥Tξ[m]

[ ]
gm

∥∥∥
k
.

(
1
tN

+ <
(
ik[m] · ξ[m]

))−1
‖gm‖k,∥∥∥∇`v[m]

Tξ[m]

[ ]
gm

∥∥∥
k
.`

∑̀
s=0

〈k[m]〉s
(

1 +
(

1
tN

+ <
(
ik[m] · ξ[m]

))−s−1
)
‖∇`−sv[m]

gm‖k.

Proof of Propositions 4.3 and 4.4. We use the short-hand notation ∇m := ∇v[m]
. We split the state-

ment of the two propositions into four items, where we further add some commutator estimates that
will be useful to iterate on: provided that κ� CV0 is sufficiently large, we show for all 0 ≤ m ≤ m0,



LENARD-BALESCU THERMALIZATION: RIGOROUS DERIVATION FROM A TOY MODEL 25

(i) For all ẑ[m] and gm ∈ C∞c (D̂m+1), the map

ξ[m] 7→ Tξ[m]

[ ]
gm(ẑ[m])

can be extended holomorphically to ξ[m] ∈ Smν[m]
.

(ii) For all gm ∈ C∞c (D̂m+1) and ξ[m] ∈ Smν[m]
, we have for all ` ≥ 0,∥∥∥Tξ[m]

[ ]
gm

∥∥∥
k
.

(
1
tN

+ <
(∑m

l=0 ikl · ξl
))−1

‖gm‖k,∥∥∥[∇`m, Tξ[m]

[ ]]
gm

∥∥∥
k
.`

∑̀
s=1

〈k[m]〉s
(

1
tN

+ <
(∑m

l=0 ikl · ξl
))−1

×
(

1 +
(

1
tN

+ <
(∑m

l=0 ikl · ξl
))−s)

‖∇`−sm gm‖k.

(iii) For all ẑ[m] and gm ∈ C∞c (D̂m+1), the map

ξ[m] 7→ Tξ[m]

[∑ ]
gm(ẑ[m])

can be extended holomorphically to ξ[m] ∈ Smν[m]
.

(iv) For all gm, hm ∈ C∞c (D̂m+1) and ξ[m] ∈ Sν[m]
, we have for all ` ≥ 0,∣∣∣〈hm , Tξ[m]

[∑ ]
gm

〉
k

∣∣∣ . CV0 ‖∇mhm‖‖∇mgm‖k,∥∥∥∇`mTξ[m]

[∑ ]
gm

∥∥∥
k
.`

`+1∑
s=0

〈k[m]〉s‖∇`+2−s
m gm‖k,

∣∣∣〈hm , [∇`m, Tξ[m]

[∑ ]]
gm

〉
k
.` ‖∇mhm‖k

∑̀
s=1

〈k[m]〉s‖∇`+1−s
m gm‖k.

These properties immediately imply Propositions 4.3 and 4.4. Note that the additional claim (4.8) in
Proposition 4.4 follows from the commutator estimate in (iv) together with the positivity statement of
Lemma 4.2. Since Definition 2.1 for the renormalized propagator is iterative, we shall naturally prove
these four properties (i)–(iv) by induction, starting with m = m0. We split the proof into five steps.

Step 1: Setting the induction: proof of (i)–(iv) for m = m0.
For m = m0, noting that = 0 on L2(D̂m0+1) as it would involve > m0 background particles, it only

remains to check (i)–(ii). Recall that on L2(D̂m0+1) we have by definition

= =

(
1+iα
tN

+

m0∑
l=0

ikl · vl + κ
N D̂m0

)−1

.

Conjugating with velocity translation, this becomes

Tξ[m0]

[ ]
=

(
1+iα
tN

+

m0∑
l=0

ikl · (vl + ξl) + κ
N D̂m0

)−1

.

As this transport-diffusion resolvent remains well-defined and bounded for all ξ[m0] ∈ Sm0
ν[m0]

, since by
definition this ensures <(i

∑
l kl · ξl) ≥ 0, property (i) easily follows. The bounds in (ii) are then

obtained similarly as in Step 2 of the proof of Lemma 4.1; we skip the details for shortness.

From here, we argue by induction: we assume that there is some n < m0 such that properties (i)–(iv)
hold for all m with n < m ≤ m0, and we aim to show that the same then also holds for m = n. This
is the purpose of the next four steps.
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Step 2: Proof of (iii) with m = n.
By definition of collision operators, applying conjugation, for ξ[n] ∈ (Rd)n+1, we find

Tξ[n]

[∑ ]
gn(ẑ[n]) = −

n∑
j=0

divvj

(ˆ
D

(kn+1 ⊗ kn+1)V̂(kn+1)2
√
M(vn+1)

×Hn,j
ẑ[n],ξ[n]

(ẑn+1) d∗ẑn+1

)
, (4.9)

where we have set for abbreviation

Hn,j
ẑ[n],ξ[n]

(ẑn+1) := T(ξ[n],−vj−ξj)

[ ]
∇vjgn(ẑ[n])

√
M(vn+1). (4.10)

By the induction assumption, appealing to (i) with m = n+ 1, we find that the map

vn+1 7→ Hn,j
ẑ[n],ξ[n]

(ẑn+1) =
(
T(ξ[n],vn+1−vj−ξj)

[ ](
∇vjgn ⊗ τvn+1

√
M
))

(ẑ[n], (kn+1, 0))

can be extended holomorphically to Rd − i[0, n+1
m0

]k̂n+1. By complex deformation, the integral in (4.9)
is thus equal to

Tξ[n]

[∑ ]
gn(ẑ[n]) = −

n∑
j=0

divvj

(ˆ
D

(kn+1 ⊗ kn+1)V̂(kn+1)2
√
M(vn+1 − in+1

m0
k̂n+1)

× T(ξ[n],−in+1
m0

k̂n+1−vj−ξj)

[ ]
∇vjgn(ẑ[n])

√
M(vn+1 − in+1

m0
k̂n+1) d∗ẑn+1

)
. (4.11)

For ξ[n] ∈ Snν[n]
, with ν[n] as in the statement, we find

<
( n∑
l=0

ikl · ξl + ikn+1 · (−in+1
m0

k̂n+1 − vj − ξj)
)

≥ <
(
ikn+1 · (−in+1

m0
k̂n+1 − vj − ξj)

)
= n+1

m0
|kn+1| − <(ikn+1 · ξj) ≥ 1

m0
|kn+1|. (4.12)

Appealing again to (i) with m = n+ 1, we can conclude that (iii) holds with m = n.

Step 3: Proof of (iv) with m = n.
Starting from identity (4.11), we can write〈

hn , Tξ[n]

[∑ ]
gn

〉
k

=
n∑
j=0

ˆ
Rd
V̂(kn+1)2

〈
(kn+1 · ∇vjhn)⊗

√
M(·+ in+1

m0
k̂n+1) ,

× T(ξ[n],−in+1
m0

k̂n+1−vj−ξj)

[ ]
(kn+1 · ∇vjgn)⊗

√
M(· − in+1

m0
k̂n+1)

〉
k

d∗kn+1, (4.13)

and thus, by the induction assumption, using (ii) with m = n+ 1, together with (4.12),〈
hn , Tξ[n]

[∑ ]
gn

〉
k
. ‖∇vjhn‖k‖∇vjgn‖k

ˆ
Rd
|kn+1|V̂(kn+1)2 dkn+1, (4.14)

that is, the first estimate in (iv) with m = n. Next, for all ` ≥ 0, starting again from (4.11), we can
bound∥∥∥∇`nTξ[n]

[∑ ]
gn

∥∥∥
k
.
ˆ
D
|kn+1|2V̂(kn+1)2

×
∥∥∥∇`+1

n

(
T(ξ[n],−in+1

m0
k̂n+1−ξj)

[ ]
∇vjgn ⊗

√
M(· − in+1

m0
k̂n+1)

)∥∥∥
k
dkn+1.

By the induction assumption, appealing again to (ii) with m = n + 1, together with (4.12), we then
obtain∥∥∥∇`nTξ[n]

[∑ ]
gn

∥∥∥
k
.`

`+1∑
s=0

‖∇`+2−s
n gn‖k

ˆ
D
〈k[n+1]〉s|kn+1|(1 + |kn+1|−s)V̂(kn+1)2 dkn+1,
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and the second estimate in (iv) follows with m = n. The last estimate in (iv) is obtained similarly and
we skip the proof for shortness.

Step 4: Proof of (i) for m = n.
By definition, applying conjugation, for ξ[n] ∈ (Rd)n+1, we have

Tξ[n]

[ ]
gn(ẑ[n]) =

(
1+iα
tN

+
n∑
l=0

ikl · (vl + ξl) + κ
N D̂n + 1

N Tξ[n]

[∑ ])−1

gn(ẑ[n]).

Now, given gn ∈ C∞c (D̂n+1) and ξ[n] ∈ Snν[n]
, consider the extended resolvent equation(

1+iα
tN

+
n∑
l=0

ikl · (vl + ξl) + κ
N D̂n + 1

N Tξ[n]

[∑ ])
hn = gn.

Testing with hn and taking the real part, we find(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖hn‖2k + κ

N ‖∇nhn‖
2
k + 1

N<
〈
hn , Tξ[n]

[∑ ]
hn

〉
k
≤ ‖gn‖k‖hn‖k,

and thus, by the induction assumption, using (iv) with m = n and ` = 0,(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖hn‖2k + 1

N (κ− CCV0 )‖∇nhn‖2k ≤ ‖gn‖k‖hn‖k.

(Note that we could not simply appeal to the positivity statement of Lemma 4.2 unless ξ[n] ∈ (Rd)n,
which we do not assume.) Provided that κ � CV0 is sufficiently large, the second left-hand side term
is nonnegative and we deduce

‖hn‖k ≤
(

1
tN

+ <
n∑
l=0

ikl · ξl
)−1
‖gn‖k,

that is, for all ξ[n] ∈ Snν[n]
,∥∥∥∥(1+iα

tN
+

n∑
l=0

ikl · (vl + ξl) + κ
N D̂n + 1

N Tξ[n]

[∑ ])−1

gn

∥∥∥∥
k

≤
(

1
tN

+<
n∑
l=0

ikl · ξl
)−1
‖gn‖k. (4.15)

In addition, by the induction assumption, using (iii) with m = n, we can deduce that this bounded
resolvent is holomorphic with respect to ξ[n] ∈ Snν[n]

. This concludes (i) with m = n.

Step 5: Proof of (ii) with m = n.
The first estimate in (ii) withm = n already follows from (4.15). Given ξ[n] ∈ Snν[n]

and gn ∈ C∞c (D̂n+1),
let hn := Tξ[n]

[ ]
gn, which satisfies by definition the resolvent equation(

1+iα
tN

+

n∑
l=0

ikl · (vl + ξl) + κ
N D̂n + 1

N Tξ[n]

[∑ ])
hn = gn. (4.16)

Applying ∇`n to both sides of this equation, testing with ∇`nhn, and taking the real part, we obtain(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖∇`nhn‖2k + κ

N ‖∇
`+1
n hn‖2k

≤ ‖∇`nhn‖k
(
‖∇`ngn‖k + `|k[n]|‖∇`−1

n hn‖k
)
− 1

N<
〈
∇`nhn , ∇`nTξ[n]

[∑ ]
hn

〉
k
.

Decomposing the last term using a commutator, and appealing to (iv) with m = n (already proven in
Step 3), we are led to
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(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖∇`nhn‖2k + 1

N (κ− CCV0 )‖∇`+1
n hn‖2k

.` ‖∇`nhn‖k
(
‖∇`ngn‖k + |k[n]|‖∇`−1

n hn‖k
)

+ 1
N ‖∇

`+1
n hn‖k

∑̀
s=1

〈k[n]〉s‖∇`+1−s
n hn‖k.

Provided that κ� CV0 is sufficiently large, and using Young’s inequality to absorb the norms of ∇`nhn
and ∇`+1

n hn, we obtain(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖∇`nhn‖2k + 1

N ‖∇
`+1
n hn‖2k

.`
(

1
tN

+ <
n∑
l=0

ikl · ξl
)−1(

‖∇`ngn‖2k + |k[n]|2‖∇`−1
n hn‖2k

)
+ 1

N

∑̀
s=1

〈k[n]〉2s‖∇`+1−s
n hn‖2k. (4.17)

Iterating this estimate, we deduce for all ` ≥ 0,(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖∇`nhn‖2k + 1

N ‖∇
`+1
n hn‖2k

.`
(

1
tN

+ <
n∑
l=0

ikl · ξl
)−1∑̀

s=0

〈k[n]〉2s
(

1 +
(

1
tN

+ <
n∑
l=0

ikl · ξl
)−2s

)
‖∇`−sn gn‖2k. (4.18)

With this bound at hand, we can now turn to the proof of the second estimate in (ii) with m = n.
Applying ∇`n to both sides of the resolvent equation (4.16), we find that the commutator

H`
n :=

[
∇`n, Tξ[n]

[ ]]
gn = ∇`nhn − Tξ[n]

[ ]
∇`ngn

satisfies(
1+iα
tN

+
n∑
l=0

ikl · (vl + ξl) + κ
N D̂n + 1

N Tξ[n]

[∑ ])
H`
n

= −i`k[n] ⊗∇`−1
n hn − 1

N

[
∇`n, Tξ[n]

[∑ ]]
hn.

Testing with H`
n, taking the real part, using (iv) with m = n, and arguing as in Step 4, with κ� CV0

sufficiently large, we obtain(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖H`

n‖2k + 1
N ‖∇nH

`
n‖2k

. |k[n]|‖H`
n‖k‖∇`−1

n hn‖k + 1
N

∣∣∣〈H`
n,
[
∇`n, Tξ[n]

[∑ ]]
hn

〉
k

∣∣∣,
and thus, by the commutator estimate in (iv) with m = n,(

1
tN

+ <
n∑
l=0

ikl · ξl
)
‖H`

n‖2k + 1
N ‖∇nH

`
n‖2k

.` |k[n]|‖H`
n‖k‖∇`−1

n hn‖k + 1
N ‖∇nH

`
n‖k

∑̀
s=1

〈k[n]〉s‖∇`+1−s
n hn‖k.

By Young’s inequality, we can deduce(
1
tN

+ <
n∑
l=0

ikl · ξl
)
‖H`

n‖2k .` |k[n]|2
(

1
tN

+ <
n∑
l=0

ikl · ξl
)−1
‖∇`−1

n hn‖2k + 1
N

∑̀
s=1

〈k[n]〉2s‖∇`+1−s
n hn‖2k,

and the second estimate in (ii) with m = n then follows by inserting (4.18). This concludes the
proof. �
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4.4. Airy-type resolvent estimates for renormalized propagator. For the transport-diffusion
operator ik · v − κ

N4v with O( 1
N ) velocity diffusion, we can exploit hypoelliptic estimates and the

resulting enhanced dissipation to improve on the naive resolvent estimate

‖( 1
tN

+ ik · v − 1
N4v)

−1g‖k ≤ tN‖g‖k.

More precisely, we obtain the following Airy-type estimates.

Lemma 4.5. We have

sup
ε>0
‖(ε+ ik · v − 1

N4v)
−1g‖k . N

1
3 |k|−

2
3 ‖g‖k, (4.19)

and for all ` ≥ 1,

sup
ε>0
‖∇`v(ε+ ik · v − 1

N4v)
−1g‖k .` |k|−1(N |k|)

`+1
3 ‖〈∇v〉`−1g‖k.

Proof. The estimate for velocity derivatives of the resolvent follows easily by scaling and by successive
energy estimates starting from (4.19). We focus on the proof of the latter. By rotational invariance,
we can assume k = |k|e1 and we are then reduced to proving the following resolvent estimate for a
one-dimensional operator: for all ε > 0,

‖(ε+ i|k|w − 1
N ∂

2
w)−1g‖L2(R) . N

1
3 |k|−

2
3 ‖g‖L2(R).

By scaling, setting z = (|k|N)
1
3w and η = |k|−

2
3N

1
3 ε, we note that

(ε+ i|k|w − 1
N ∂

2
w)−1 = N

1
3 |k|−

2
3 (η + iz − ∂2

z )−1.

Hence, it suffices to prove for all η > 0,

‖(η + iz − ∂2
z )−1g‖L2(R) . ‖g‖L2(R).

Now this is a standard result for the complex Airy operator iz − ∂2
z , which can be checked to hold for

instance by an explicit computation in Fourier space. �

We show that essentially the same resolvent estimates remain valid for the renormalized propagators.
Although the k-dependence and the loss of derivatives in the bounds below do not match the optimal
estimates obtained above, the scaling in N is identical — and this is the key feature for our purposes.
Our proof relies on a robust PDE argument that applies directly to renormalized propagators but is
not sharp enough to recover the optimal k-dependence; we do not try to optimize this aspect here.

Proposition 4.6. Assume that κ � CV0 is sufficiently large. For all 0 ≤ m ≤ m0, gm ∈ C∞c (D̂m+1),
and ` ≥ 0, we have

‖∇`v[m]
gm‖k .` |k[m]|−2〈k[m]〉`+4

(`−1)∨2∑
s=0

N
`+1−s

3 ‖〈∇v[m]
〉sgm‖k,

To prepare for the proof of this main proposition, we first establish the following bilinear estimate
for the resolvent of transport operators. It is based on the following observation: the Hilbert transform
f 7→ Hf is not a bounded operator W 1,1 → L∞ (it is only bounded B1

1,1 → L∞), but the related
bilinear estimate (4.20) below still holds.

Lemma 4.7. For all g, h ∈ C∞c (Rd), k ∈ Rd, and ε > 0,

〈h, (ε+ ik · v)−1g〉 . |k|−1
(
‖〈∇〉h‖‖g‖+ ‖h‖‖∇g‖

)
.

Proof. For fixed k, recalling the notation k̂ = k
|k| , we decompose the integral

〈h, (ε+ ik · v)−1g〉 =

ˆ
Rd

(ε+ ik · v)−1(hg)(v) dv =

ˆ
k̂⊥

ˆ
R

(ε+ i|k|s)−1(hg)(k̂s+ v′) dsdv′.
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In terms of Hε(s) := (ε+ is)−1, we may then bound

〈h, (ε+ ik · v)−1g〉 ≤ |k|−1

ˆ
k̂⊥
‖Hε|k|−1 ∗ ((hg)(k̂ ·+v′))‖L∞(R) dv

′.

It remains to prove the following bound on the Hilbert transform: for all g, h ∈ C∞c (R),

sup
ε>0
‖Hε ∗ (hg)‖L∞(R) . ‖h‖H1(R)‖g‖L2(R) + ‖h‖L2(R)‖g‖H1(R). (4.20)

Let g, h ∈ C∞c (R). Decomposing

Hε ∗ (hg)(t) =

ˆ
R

ε

ε2 + s2
h(t− s)g(t− s)ds− i

ˆ
R

s

ε2 + s2
h(t− s)g(t− s)ds,

and using the symmetry around s = 0 in the second term, we can bound

|Hε ∗ (hg)(t)| ≤ π‖hg‖L∞ +

ˆ ∞
0

s

ε2 + s2

∣∣∣h(t+ s)g(t+ s)− h(t− s)g(t− s)
∣∣∣ds. (4.21)

For the first term in this estimate, the Sobolev embedding W 1,1(R) ⊂ L∞(R) yields

‖hg‖L∞ . ‖hg‖W 1,1(R) . ‖h‖H1(R)‖g‖L2(R) + ‖h‖L2(R)‖g‖H1(R).

For the second term in (4.21), we can decompose
ˆ ∞

0

s

ε2 + s2

∣∣∣h(t+ s)g(t+ s)− h(t− s)g(t− s)
∣∣∣ds

≤
ˆ ∞

0

∣∣∣h(t+ s)− h(t− s)
s

∣∣∣|g(t+ s)|ds+

ˆ ∞
0

∣∣∣g(t+ s)− g(t− s)
s

∣∣∣|h(t− s)|ds,

and thus, noting that
ˆ ∞

0

∣∣∣h(t+ s)− h(t− s)
s

∣∣∣2ds =

ˆ ∞
0

∣∣∣ˆ 1

−1
h′(t+ su)du

∣∣∣2ds ≤ (ˆ 1

−1
‖h′(t+ u·)‖L2(R)du

)2

≤ 16‖h′‖2L2(R),

we obtainˆ ∞
0

s

ε2 + s2

∣∣∣h(t+ s)g(t+ s)− h(t− s)g(t− s)
∣∣∣ds ≤ 4‖h′‖L2(R)‖g‖L2(R) + 4‖h‖L2(R)‖g′‖L2(R).

This concludes the proof of (4.20). �

With the above lemma at hand, we can now turn to the proof of Proposition 4.6.

Proof of Proposition 4.6. Given gm ∈ C∞c (D̂m+1), let hm := gm, which satisfies by definition the
resolvent equation (

1+iα
tN

+ iL̂m + κ
N D̂m + 1

N

∑ )
hm = gm. (4.22)

We set for abbreviation ∇m = ∇v[m]
, and we split the proof into three steps.

Step 1: Proof that for all ` ≥ 0,

‖∇`mhm‖k .` N
`
3 〈k[m]〉`‖hm‖k + |k[m]|−

1
3 〈k[m]〉`−1

`−1∑
s=0

N
`+1−s

3 ‖〈∇m〉sgm‖k. (4.23)

Testing equation (4.22) with hm, taking the real part, and recalling the positivity of the renormalized
hat operator, cf. Lemma 4.2, we find

1
tN
‖hm‖2k + κ

N ‖∇mhm‖
2
k ≤ ‖hm‖k‖gm‖k,

hence,

‖∇mhm‖k . N
1
2 ‖hm‖

1
2
k ‖gm‖

1
2
k . (4.24)
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Next, for ` ≥ 1, applying ∇`m to both sides of equation (4.22), testing with ∇`mhm, taking the real
part, and recalling [∇`m, iL̂m] = i`k[m]∇`−1

m , we find

1
tN
‖∇`mhm‖2k + κ

N ‖∇
`+1
m hm‖2k ≤ ‖∇`mhm‖k

(
‖∇`mgm‖k + `|k[m]|‖∇`−1

m hm‖k
)

− 1
N<
〈
∇`mhm ,

∑
∇`m hm

〉
k
,

and thus, using (4.8) in Proposition 4.3,

1
N ‖∇

`+1
m hm‖2k .` ‖∇`mhm‖k

(
‖∇`mgm‖k + |k[m]|‖∇`−1

m hm‖k
)

+ 1
N ‖∇

`+1
m hm‖k

∑̀
s=1

〈k[m]〉s‖∇`+1−s
m hm‖k.

By Young’s inequality, we are led to

‖∇`+1
m hm‖k .` N

1
2 ‖∇`mhm‖

1
2
k

(
‖∇`mgm‖

1
2
k + |k[m]|

1
2 ‖∇`−1

m hm‖
1
2
k

)
+
∑̀
s=1

〈k[m]〉s‖∇`+1−s
m hm‖k.

Now iterating this estimate to get rid of the last right-hand side term, starting from (4.24), we obtain
for all ` ≥ 0,

‖∇`+1
m hm‖k .` N

1
2

∑̀
s=0

〈k[m]〉`−s‖∇smhm‖
1
2
k

(
‖∇smgm‖

1
2
k + 1s≥1|k[m]|

1
2 ‖∇s−1

m hm‖
1
2
k

)
. (4.25)

Repeated application of these bounds allows us to control gradients of gm in terms of gm itself and the
gradients of hm. For instance, for the first three derivatives, we find

‖∇mhm‖k . N
1
2 ‖hm‖

1
2
k ‖gm‖

1
2
k ,

‖∇2
mhm‖k . N

1
2 〈k[m]〉‖hm‖

1
2
k ‖gm‖

1
2
k

+N
3
4 ‖hm‖

1
4
k ‖gm‖

1
4
k

(
‖∇mgm‖

1
2
k + |k[m]|

1
2 ‖hm‖

1
2
k

)
,

‖∇3
mhm‖k . N

1
2 〈k[m]〉2‖hm‖

1
2
k ‖gm‖

1
2
k

+N
3
4 〈k[m]〉‖hm‖

1
4
k ‖gm‖

1
4
k

(
‖∇mgm‖

1
2
k + |k[m]|

1
2 ‖hm‖

1
2
k

)
+N

3
4 〈k[m]〉

1
2 ‖hm‖

1
4
k ‖gm‖

1
4
k

(
‖∇2

mgm‖
1
2
k +N

1
4 |k[m]|

1
2 ‖hm‖

1
4
k ‖gm‖

1
4
k

)
+N

7
8 ‖hm‖

1
8
k ‖gm‖

1
8
k

(
‖∇mgm‖

1
4
k + |k[m]|

1
4 ‖hm‖

1
4
k

)
×
(
‖∇2

mgm‖
1
2
k +N

1
4 |k[m]|

1
2 ‖hm‖

1
4
k ‖gm‖

1
4
k

)
. (4.26)

While direct iterations of (4.25) quickly become cumbersome, as we see here, let us reorganize it into
a more tractable form. First note that it implies for all ` ≥ 0,

`+1∑
s=0

〈k[m]〉−s‖∇smhm‖k

.` ‖hm‖k +N
1
2 〈k[m]〉−1

∑̀
s=0

〈k[m]〉−s‖∇smhm‖
1
2
k

(
‖∇smgm‖

1
2
k + 1s≥1|k[m]|

1
2 ‖∇s−1

m hm‖
1
2
k

)
.

Using the Cauchy-Schwarz inequality and reorganizing the factors, this yields

(N |k[m]|
〈k[m]〉3

)− `+1
3

`+1∑
s=0

〈k[m]〉−s‖∇smhm‖k .`
(N |k[m]|
〈k[m]〉3

)− `+1
3 ‖hm‖k
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+N
1
6 |k[m]|−

1
3

((N |k[m]|
〈k[m]〉3

)− `
3
∑̀
s=0

〈k[m]〉−s‖∇smhm‖k
) 1

2
((N |k[m]|
〈k[m]〉3

)− `
3
∑̀
s=0

〈k[m]〉−s‖∇smgm‖k
) 1

2

+

((N |k[m]|
〈k[m]〉3

)− `
3
∑̀
s=0

〈k[m]〉−s‖∇smhm‖k
) 1

2
((N |k[m]|
〈k[m]〉3

)− `−1
3

`−1∑
s=0

〈k[m]〉−s‖∇smhm‖k
) 1

2

,

and thus, by Young’s inequality,(N |k[m]|
〈k[m]〉3

)− `+1
3

`+1∑
s=0

〈k[m]〉−s‖∇smhm‖k

.`
(N |k[m]|
〈k[m]〉3

)− `+1
3 ‖hm‖k +N

1
3 |k[m]|−

2
3

(N |k[m]|
〈k[m]〉3

)− `
3
∑̀
s=0

〈k[m]〉−s‖∇smgm‖k

+
(N |k[m]|
〈k[m]〉3

)− `
3
∑̀
s=0

〈k[m]〉−s‖∇smhm‖k +
(N |k[m]|
〈k[m]〉3

)− `−1
3

`−1∑
s=0

〈k[m]〉−s‖∇smhm‖k.

From here, we can proceed to a direct iteration and we conclude for all ` ≥ 0,

‖∇`+1
m hm‖k .` 〈k[m]〉`+1

`+1∑
s=0

(N |k[m]|
〈k[m]〉3

) `+1−s
3 ‖hm‖k

+N
2
3 |k[m]|−

1
3 〈k[m]〉`

∑̀
v=0

(N |k[m]|
〈k[m]〉3

) `−v
3

v∑
s=0

〈k[m]〉−s‖∇smgm‖k.

The claim (4.23) follows.

Step 2: Proof that

‖hm‖2k . |k[m]|−1
(
‖∇mhm‖k‖gm‖k + ‖hm‖k‖〈∇m〉gm‖k

)
+N−1|k[m]|−1‖∇mhm‖k

(
‖∇2

mhm‖k + 〈k[m]〉‖∇mhm‖k
)

+N−1|k[m]|−1‖hm‖k
(
‖∇3

mhm‖k + 〈k[m]〉‖∇2
mhm‖k + 〈k[m]〉2‖∇mhm‖k

)
. (4.27)

The resolvent equation (4.22) can be reorganized as

hm =
(

1+iα
tN

+ iL̂m
)−1

gm − 1
N

(
1+iα
tN

+ iL̂m
)−1
(
κD̂m +

∑ )
hm.

By Lemma 4.7, we may then bound

‖hm‖2k =
〈
hm,

(
1+iα
tN

+ iL̂m
)−1

gm

〉
k
− 1

N

〈
hm,

(
1+iα
tN

+ iL̂m
)−1
(
κD̂m +

∑ )
hm

〉
k

. |k[m]|−1
(
‖∇mhm‖k‖gm‖k + ‖hm‖k‖〈∇m〉gm‖k

)
+N−1|k[m]|−1‖∇mhm‖k

∥∥∥(κD̂m +
∑ )

hm

∥∥∥
k

+N−1|k[m]|−1‖hm‖k
∥∥∥〈∇m〉(κD̂m +

∑ )
hm

∥∥∥
k
,

and the claim (4.27) follows using Proposition 4.3.

Step 3: Conclusion.
Combining the result (4.27) of Step 2 with the bounds (4.26) of Step 1 on ∇mhm,∇2

mhm,∇3
mhm, and

expanding all the terms, we obtain

‖hm‖2k . N
1
2 |k[m]|−1‖hm‖

1
2
k ‖gm‖

3
2
k +N

1
4 |k[m]|−

1
2 ‖hm‖

5
4
k ‖gm‖

3
4
k + |k[m]|−1〈k[m]〉‖hm‖k‖gm‖k

+ |k[m]|−
1
2 〈k[m]〉

1
2 ‖hm‖

3
2
k ‖gm‖

1
2
k +N

1
8 |k[m]|−

1
4 ‖hm‖

13
8
k ‖gm‖

3
8
k +N−

1
4 |k[m]|−

1
2 〈k[m]〉‖hm‖

7
4
k ‖gm‖

1
4
k
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+ N−
1
2 |k[m]|−1〈k[m]〉2‖hm‖

3
2
k ‖gm‖

1
2
k +N

1
4 |k[m]|−1‖hm‖

3
4
k ‖gm‖

3
4
k ‖∇mgm‖

1
2
k

+ N
1
8 |k[m]|−

1
2 ‖hm‖

11
8
k ‖gm‖

3
8
k ‖∇mgm‖

1
4
k + |k[m]|−1‖hm‖k‖∇mgm‖k

+ N−
1
4 |k[m]|−1〈k[m]〉‖hm‖

5
4
k ‖gm‖

1
4
k ‖∇mgm‖

1
2
k +N−

1
8 |k[m]|−1‖hm‖

9
8
k ‖gm‖

1
8
k ‖∇mgm‖

1
4
k ‖∇

2
mgm‖

1
2
k

+ N−
1
8 |k[m]|−

3
4 ‖hm‖

11
8
k ‖gm‖

1
8
k ‖∇

2
mgm‖

1
2
k +N−

1
4 |k[m]|−1〈k[m]〉

1
2 ‖hm‖

5
4
k ‖gm‖

1
4
k ‖∇

2
mgm‖

1
2
k .

By Young’s inequality, examining all the different terms, we deduce

‖hm‖k .
(
N

1
3 |k[m]|−

2
3 +N−1|k[m]|−2〈k[m]〉4

)
‖gm‖k + |k[m]|−1‖∇mgm‖k +N−

1
3 |k[m]|−

4
3 ‖∇2

mgm‖k.

Finally, combining this with the result (4.23) of Step 1, the conclusion follows. �

5. Ansatz for the tagged particle density

In this section, we prove regularity estimates for the ansatz g̃N0 for the tagged particle density and
we show that it converges to the solution g0 of the desired diffusion equation (2.12) as N ↑ ∞. This
provides the rigorous counterpart of the formal computations in Section 2.2 starting from (2.10).

5.1. A priori estimates. Based on the properties of the hat operator established in Lemma 4.1, we
easily deduce propagation of regularity for the ansatz g̃N0 .

Lemma 5.1. The ansatz g̃N0 defined in (3.2) satisfies for all ` ≥ 0,

sup
τ≥0

(
e−τ‖∇`v0

g̃N0 (τ)‖
)

+ |||∇`v0
Lg̃N0 |||+( tNN )

1
2 |||∇`+1

v0
Lg̃N0 ||| .` ‖〈∇v0〉`g‖.

Proof. By definition of g̃N0 , we have

∂τ g̃
N
0 + κ

tN
N
D̂0g̃

N
0 = −

( tN√
N

)2
ˆ τ

0
Ŝ+

0 e
−tN (τ−τ1)(iL̂1+ κ

N
D̂1)Ŝ−1 g

N
0 (τ1) dτ1,

or equivalently,

(∂τ + 1)(e−τ g̃N0 ) + κ
tN
N
D̂0(e−τ g̃N0 ) = −

( tN√
N

)2
e−τ
ˆ τ

0
Ŝ+

0 e
−tN (τ−τ1)(iL̂1+ κ

N
D̂1)Ŝ−1 g

N
0 (τ1) dτ1.

For ` ≥ 0, applying ∇`v0
to both sides of this equation, the energy identity yields

∂τ‖∇`v0
(e−τ g̃N0 )‖2 + 2‖∇`v0

(e−τ g̃N0 )‖2 + 2κ
tN
N
‖∇`+1

v0
(e−τ g̃N0 )‖2

= 2
( tN√

N

)2
<
〈
∇`v0

(e−τ g̃N0 ), e−τ∇`v0

ˆ τ

0
iŜ+

0 e
−tN (τ−τ1)(iL̂1+ κ

N
D̂1)iŜ−1 g

N
0 (τ1) dτ1

〉
,

and thus, for all T ≥ 0, integrating over τ ∈ [0, T ] and using Plancherel’s theorem for the Laplace
transform,

‖∇`v0
(e−T g̃N0 (T ))‖2 + 2

ˆ
R
‖∇`v0

L(1[0,T ]g̃
N
0 )(α)‖2d∗α+ 2κ

tN
N

ˆ
R
‖∇`+1

v0
L(1[0,T ]g̃

N
0 )(α)‖2d∗α

= ‖∇`v0
g‖2 − 2

tN
N

ˆ
R
<
〈
∇`v0
L(1[0,T ]g̃

N
0 )(α),∇`v0

L(1[0,T ]g
N
0 )(α)

〉
d∗α.

Now appealing to the result (4.1) of Lemma 4.1, we get

‖∇`v0
(e−T g̃N0 (T ))‖2 +

ˆ
R
‖∇`v0

L(1[0,T ]g̃
N
0 )(α)‖2dα+ κ

tN
N

ˆ
R
‖∇`+1

v0
L(1[0,T ]g̃

N
0 )(α)‖2 dα

.` ‖∇`v0
g‖2 +

tN
N

n∑
m=1

ˆ
R
‖∇`+1

v0
L(1[0,T ]g̃

N
0 )(α)‖‖∇mv0

L(1[0,T ]g
N
0 )(α)‖ dα,
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hence, by Young’s inequality,

‖∇`v0
(e−T g̃N0 (T ))‖2 +

ˆ
R
‖∇`v0

L(1[0,T ]g̃
N
0 )(α)‖2dα+ κ

tN
N

ˆ
R
‖∇`+1

v0
L(1[0,T ]g̃

N
0 )(α)‖2 dα

.` ‖∇`v0
g‖2 +

tN
N

∑̀
m=1

ˆ
R
‖∇mv0

L(1[0,T ]g
N
0 )(α)‖2 dα.

By a direct induction over `, we deduce for all `, T ≥ 0,

‖∇`v0
(e−T g̃N0 (T ))‖2

+

ˆ
R
‖∇`v0

L(1[0,T ]g̃
N
0 )(α)‖2dα+ κ

tN
N

ˆ
R
‖∇`+1

v0
L(1[0,T ]g̃

N
0 )(α)‖2 dα .`

∑̀
m=0

‖∇mv0
g‖2,

and the conclusion follows, letting T ↑ ∞ in the last two left-hand side terms. �

5.2. Kinetic limit. We show that the ansatz g̃N0 converges to the solution g0 of the desired diffusion
equation (2.12) as N ↑ ∞.

Lemma 5.2. Assume g ∈ H2(Rd), consider the ansatz g̃N0 defined in (3.2), with tN = N , and consider
the solution g0 of the diffusion equation (2.12). Then we have

||| Lg̃N0 − Lg0 ||| .
1

N
‖〈∇v0〉2g‖.

Proof. For tN = N , the equation (3.2) for the ansatz reads(
1 + iα− κ4v0 +

)
Lg̃N0 = g.

Taking Laplace transform, the limit equation (2.12) for g0 reads

(1 + iα− κ4v0)Lg0 − divv0(A0∇v0Lg0) = g, (5.1)

where we recall that A0 is defined in (1.19). The error g̃N0 − g0 thus satisfies(
1 + iα− κ4v0 +

)
(Lg̃N0 − Lg0) = −divv0(A0∇v0Lg0)− Lg0,

and therefore, by the positivity of the hat operator, cf. Lemma 4.1,

||| Lg̃N0 − Lg0 ||| ≤ |||divv0(A0∇v0Lg0) + Lg0 ||| (5.2)

Arguing as in Step 2 of the proof of Lemma 4.1, using complex deformation, we note that

Lg0 = −divv0(HN ), (5.3)

in terms of

HN (α, v0) :=

ˆ
(Rd)2

(k ⊗ k)V̂(k)2
√
M(v1 − ik̂)

×
(

1+iα
N + |k|+ ik · (v1 − v0)− κ

N4v[1]

)−1√
M(v1 − ik̂)∇v0Lg0(α, v0) d∗kdv1.

In terms of the matrix field

D(v0) :=

ˆ
(Rd)2

(k ⊗ k)V̂(k)2

(√
M(v1 − ik̂)

)2
|k|+ ik · (v1 − v0)

d∗kdv1, (5.4)

the resolvent identity ensures

|||〈∇v0〉(HN −D∇v0Lg0) ||| . 1

N
|||〈(α,∇v0)〉〈∇v0〉∇v0Lg0 ||| .

Using equation (5.1) to bound αLg0 in terms of gradients of Lg0, recalling the bound of Lemma 4.1
on the hat operator, and appealing to the a priori estimates of Lemma 5.1, provided g ∈ H2(Rd), we
conclude

|||〈∇v0〉(HN −D∇v0Lg0) ||| . 1

N
‖〈∇v0〉2g‖.
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Combining this with (5.2) and (5.3), we obtain

||| Lg̃N0 − Lg0 ||| . ||| divv0((A0 −D)∇v0Lg0) |||+ 1

N
‖〈∇v0〉2g‖. (5.5)

Let us now examine the matrix field D defined in (5.4). Splitting the v1-integral over Rd = k̂R⊗ k̂⊥,
and noting that for a holomorphic function f we have by complex deformation and by the Plemelj
formula ˆ

R

f(s+ i)

s+ i
ds = −iπf(0) + p.v.

ˆ
R

f(s)

s
ds,

we find

D(v0) = π

ˆ
(Rd)2

(k ⊗ k)V̂(k)2M(v1) δ(k · (v1 − v0)) d∗kdv1

+ i

ˆ
(Rd)2

(k ⊗ k)V̂(k)2M(v1 + k̂(k̂ · v0))

k · v1
d∗kdv1.

As V is real-valued, we have V̂(k) = V̂(−k), which ensures that the last integral vanishes by symmetry,
hence

D(v0) = π

ˆ
(Rd)2

(k ⊗ k)V̂(k)2M(v1) δ(k · (v1 − v0)) d∗kdv1.

By a direct computation of the k-integral, see e.g. [6, (2.12)], we are then led to D = A0 with A0

defined in (1.19). This shows that the first right-hand side term in (5.5) vanishes, and the conclusion
follows. �

6. Error analysis

This final section is devoted to estimates on the remainder terms (3.7)–(3.8) in the approximate
hierarchy satisfied by the ansatz, which then allows to conclude the proof of Theorem 1.3. In the case
m0 = 1, note that gN,10 coincides exactly with the ansatz g̃N0 defined in (3.2), so that Theorem 1.3
follows directly from Lemma 5.2. Below, we explicitly treat the case m0 = 2 for illustration, before
turning to the general case.

6.1. Case m0 = 2. Recall that the ansatz g̃N,20 = g̃N0 defined in (3.2) is independent of the truncation
parameter. For higher-order cumulants, we consider the ansatz (3.5) where we choose the admissible
history set Ω := {(−1), (−1,−1)}. Using diagrammatic notation, this means

(
1 + iα+ κ tNN D̂0 + tN

N

)
Lg̃N0 = g,

Lg̃N1 = i√
N

Lg̃N0 ,

Lg̃N,22 =
(

i√
N

)2(
+ + +

)
Lg̃N0 .

(6.1)

A direct application of Lemma 3.2 allows to compute the associated remainder terms.

Lemma 6.1. Given m0 = 2, for the above choice of the ansatz, the remainder terms in the approximate
hierarchy (3.6) are explicitly given by

LRN0 = − tN
N2

(
+

)
Lg̃N0 ,

LRN1 =
itN
N3/2

(
+ + + + +

)
Lg̃N0 ,

LRN2 = 0

Proof. The choice of Ω yields ∂Ω := {(1,−1), (1,−1,−1)} and the conclusion follows immediately from
Lemma 3.2. �
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We now turn to estimates on the above explicit formulas for remainder terms, using the properties
of renormalized semigroups.

Lemma 6.2. Given m0 = 2, the remainder terms defined in Lemma 6.1 are bounded as follows,
provided d ≥ 8,

|||LRN0 ||| .
tN
N2
|||〈∇v0〉4Lg̃N0 |||,

|||LRN1 ||| .
tN

N3/2
|||〈∇v0〉3Lg̃N0 ||| .

Proof. For shortness, we focus on the proof of the estimate on RN1 , while the corresponding estimate
on RN0 follows similarly and is actually simpler. Starting point is the diagrammatic expression for RN1
in Lemma 6.1, which we further decompose into three parts,

RN1 =
itN

N3/2

(
RN1,1 +RN1,2 +RN1,3

)
,

in terms of

LRN1,1 = Lg̃N0 + Lg̃N0 ,

LRN1,2 = Lg̃N0 + Lg̃N0 ,

LRN1,3 = Lg̃N0 + Lg̃N0 .

We split the proof into three steps. Recall the notation k̂ = k
|k| for k ∈ Rd.

Step 1: Proof that for d ≥ 4,
||| LRN1,1 ||| . |||〈∇v0〉3Lg̃N0 ||| . (6.2)

The two terms in the definition of LRN1,1 are similar, and we start with the first one. We use the
coordinates (k, v0, v1) ≡ ((−k, v0), (k, v1)) on D̂2 and (k, k′, v0, v1, v2) ≡ ((−k − k′, v0), (k, v1), (k′, v2))

on D̂3. By definition, we have

Lg̃N0 (α, k, v0, v1) = −
ˆ

(Rd)2

√
M(v2) k′V̂(k′) · ∇v1

×
(

1+iα
tN

+ ik · (v1 − v0) + ik′ · (v2 − v1) + κ
N D̂2

)−1√
M(v1) (k − k′)V̂(k − k′) · ∇v0

×
(

Ŝ1,−
0,1 Lg̃

N
0

)
(k′, v0, v2) d∗k′dv2,

where in the last factor the renormalized semigroup is applied to

Ŝ1,−
0,1 Lg̃

N
0 (k′, v0, v2) = −

√
M(v2) k′V̂(k′) · ∇v0Lg̃N0 (v0). (6.3)

Since the latter is holomorphic in v2, Proposition 4.4 ensures that for fixed k′ the map

v2 7→
(

Ŝ1,−
0,1 Lg̃

N
0

)
(α, k′, v0, v2) =

(
τ(0,v2) Ŝ1,−

0,1 Lg̃
N
0

)
(α, k′, v0, 0)

admits a holomorphic extension to S1
ν for any ν ∈ Sd−1 with k′ · ν > 0. Choosing ν = k̂′, we may thus

perform a contour deformation v2 7→ v2 − ik̂′ in the above integral, to the effect of

Lg̃N0 (α, k, v0, v1) = −
ˆ

(Rd)2

√
M(v2 − ik̂′) k′V̂(k′) · ∇v1

×
(

1+iα
tN

+ |k′|+ ik · (v1 − v0) + ik′ · (v2 − v1) + κ
N D̂2

)−1√
M(v1) (k − k′)V̂(k − k′) · ∇v0

×
(
τ(0,−ik̂′) Ŝ1,−

0,1 Lg̃
N
0

)
(α, k′, v0, v2) d∗k′dv2.
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Diagrammatically, we use the following short-hand notation, where we add labels with the correspond-
ing Fourier momentum variable above each edge and where we add in bracket the deformation of a
velocity variable on the right of the corresponding line,

Lg̃N0 (α, k, v0, v1) =

ˆ
Rd −k

k′

−k′

k′

k − k′
[−ik̂′]
Lg̃N0 (α, k, v0, v1) d∗k′.

A direct estimate yields∥∥ Lg̃N0
∥∥
k
.
ˆ
Rd
|k − k′|(1 + |k−k′|

|k′| )V̂(k′)V̂(k − k′)
∥∥∇v0τ(0,−ik̂′) Ŝ1,−

0,1 Lg̃
N
0 (α, k′, ·)

∥∥ dk′,
and thus, by Proposition 4.4 and the definition of Ŝ1,−

0,1 , cf. (6.3),∥∥ Lg̃N0
∥∥
k

.
ˆ
Rd
〈k′〉|k − k′|(1 + |k−k′|

|k′| )(1 + 1
|k′|)

2V̂(k′)V̂(k − k′)‖〈∇v[1]
〉τ(0,−ik̂′)Ŝ

1,−
0,1 Lg̃

N
0 (α, k′, ·)‖ dk′

. ‖〈∇v0〉2Lg̃N0 ‖
ˆ
Rd
〈k′〉|k − k′|(|k′|+ |k − k′|)(1 + 1

|k′|)
2V̂(k′)2V̂(k − k′) dk′,

which yields the desired estimate for this term for d ≥ 3. We turn to the second term in the definition
of LRN1,1. Arguing similarly as above, we use complex deformation,

Lg̃N0 (α, k, v0, v1) =

ˆ
Rd

k
k′

−k − k′

k′

−k′
[−ik̂′]
Lg̃N0 (α, k, v0, v1) d∗k′,

and we find ∥∥ Lg̃N0
∥∥
k
. ‖〈∇v0〉3Lg̃N0 ‖

ˆ
Rd
|k|〈k + k′〉〈k′〉2(1 + 1

|k′|)
3V̂(k)V̂(k′)2 dk′.

The claim (6.2) follows for d ≥ 4.

Step 2: Proof that for d ≥ 6,
|||LRN1,2||| . |||〈∇v0〉3Lg̃N0 ||| . (6.4)

The two terms in the definition of LRN1,2 are similar, and we start with the first one. Provided k̂′ 6= −k̂,
we let νk,k′ := (k̂+ k̂′)/|k̂+ k̂′|, which ensures both k ·νk,k′ > 0 and k′ ·νk,k′ > 0. Using Proposition 4.4
to perform complex contour deformation, we then find

Lg̃N0 (α, k, v0, v1) =

ˆ
Rd −k

k − k′
k′ k

−k

[−iνk,k′ ]

Lg̃N0 (α, k, v0, v1) d∗k′,

which is bounded as follows,∥∥ Lg̃N0
∥∥
k
. ‖〈∇v0〉2Lg̃N0 ‖

ˆ
Rd
〈k〉〈k − k′〉|k||k′||k − k′|V̂(k)V̂(k′)V̂(k − k′)

× (1 + 1
k′·νk,k′

)2(1 + 1
k·νk,k′

)2 dk′.

Noting that k̂′ · νk,k′ = k̂ · νk,k′ = cos(α/2) if k̂ · k̂′ = cosα, we can estimate the above k′-integral,ˆ
Rd
〈k〉〈k − k′〉|k||k′||k − k′|V̂(k)V̂(k′)V̂(k − k′)(1 + 1

k′·νk,k′
)2(1 + 1

k·νk,k′
)2 dk′

. 〈k〉4(1 + 1
|k|)V̂(k)

ˆ
Rd
〈k′〉3V̂(k′)(1 + 1

|k′|)(1 + 1
k̂·νk,k′

)4 dk′

. 〈k〉4(1 + 1
|k|)V̂(k)

ˆ π

0
cos(α/2)−4 sin(α)d−2 dα,
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where the remaining integral is bounded provided d ≥ 6. We are thus led to∥∥ Lg̃N0
∥∥
k
. 〈k〉4(1 + 1

|k|)V̂(k)‖〈∇v0〉2Lg̃N0 ‖,

which yields the desired estimate for this term. We turn to the second term in the definition of LRN1,2.
Complex deformation now yields

Lg̃N0 (α, k, v0, v1) =

ˆ
Rd

k

k′

−k − k′
k + k′ [−iνk′,k+k′ ] Lg̃N0 (α, k, v0, v1) d∗k′,

which we can bound as follows,∥∥ Lg̃N0
∥∥
k
. ‖〈∇v0〉3Lg̃N0 ‖

ˆ
Rd
〈k + k′〉2|k||k′||k + k′|V̂(k)V̂(k′)V̂(k + k′)

×
(

1
k′·νk′,k+k′

(
1 + 1

(k+k′)·νk′,k+k′

)3
+
(

1
k′·νk′,k+k′

)2(
1 + 1

(k+k′)·νk′,k+k′

)2)
dk′.

Integrability requires again d ≥ 6 and the claimed estimate (6.4) follows.

Step 3: Proof that for d ≥ 8,
|||LRN1,3||| . |||〈∇v0〉3Lg̃N0 ||| . (6.5)

The two terms in the definition of LRN1,3 are similar, and we start with the first one. In order to be
able to exploit contour deformations for both propagators in this term, let us write its norm as∥∥ Lg̃N0

∥∥2

k
=

ˆ
(Rd)2

〈
−k

k − k′
k′

−k′

k′

Lg̃N0 ,
−k

k − k′′
k′′

−k′′

k′′

Lg̃N0
〉
k
d∗k′d∗k′′.

Using Proposition 4.4, we may now perform contour deformations: taking note of the complex conjugate
in the scalar product, and setting ν = ν−k′,k′′ , σ′ = (k − k′)/|k − k′|, and σ′′ = (k − k′′)/|k − k′′|, we
find ∥∥ Lg̃N0

∥∥2

k
=

ˆ
(Rd)2

〈
−k

k − k′
k′

−k′

k′ [iν]

[−iσ′] Lg̃N0 ,
−k

k − k′′
k′′

−k′′

k′′ [−iν]

[−iσ′′] Lg̃N0
〉
k
d∗k′d∗k′′,

and a direct estimate then yields∥∥ Lg̃N0
∥∥2

k
. ‖〈∇v0〉3Lg̃N0 ‖2

ˆ
(Rd)2

〈k − k′〉〈k − k′′〉〈k′〉2〈k′′〉2|k′||k′′|

× V̂(k − k′)2V̂(k − k′′)2V̂(k′)V̂(k′′)
(
1 + 1

k′·ν−k′,k′′
)3(

1 + 1
k′′·ν−k′,k′′

)3
d∗k′d∗k′′,

where integrability requires d ≥ 8. Arguing similarly for the other term in LRN1,3, the claim (6.5)
follows. �

6.2. General case: term-by-term estimate. Let the truncation parameter m0 ≥ 3 be fixed. Our
goal is to generalize the strategy of the previous section to bound the remainder terms. For that
purpose, we shall first prove the following general term-by-term estimate for the contribution of an
arbitrary abstract in the Dyson expansion (recall Definition 3.1 for abstracts, histories, and their
contributions).

Proposition 6.3. Let (s1, . . . , sn) be an abstract with s1 = 1 and m +
∑n

i=1 si = 0 for some m ≥ 0,
and assume the space dimension satisfies d ≥ 6n+m ∨ n. Then we have for all g ∈ C∞c (Rd),∥∥I(s1,...,sn)g

∥∥ . N
5
12
n+ 1

4
m‖〈∇v0〉n+1g‖.

Before turning to the proof, we introduce notation and several auxiliary results that streamline the
argument. Fix an abstract (s1, . . . , sn) as in the above statement, with

s1 = 1, m+

n∑
i=1

si = 0 for some m ≥ 0. (6.6)
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Given an associated history (si, ai, bi)1≤i≤n, we look for a bound on

Ŝs1a1,b1
. . . Ŝsnan,bng. (6.7)

Note that the number of velocity/momentum variables involved in this contribution is

S := ]{i : si = −1} = n+m
2 .

For this history, denoting by k1, · · · , kS the momentum variables, the wave vector qij of particle j after
the i-th collision can be constructed iteratively as follows:
— for i = 0, we set

q0
j :=


−
∑m

j=1 kj : j = 0,

kj : 1 ≤ j ≤ m,
0 : m < j ≤ S,

(6.8)

— for i ≥ 1, if si = 1 (creation), we set

qij :=


qi−1
ai − ki : j = ai,
ki : j = bi,

qi−1
j : j /∈ {ai, bi},

(6.9)

— for i ≥ 1, if si = −1 (annihilation), we set

qij :=


qi−1
ai + qi−1

bi
: j = ai,

0 : j = bi,

qi−1
j : j /∈ {ai, bi},

(6.10)

This encodes the momentum transfers in collisions described by the history (si, ai, bi)1≤i≤n. The
following lemma provides a convenient description for the structure of these wave vectors.

Lemma 6.4. There exist two sequences (σj,`)j,` ⊂ {1,−1} and {cij,`}i,j,` ⊂ {0, 1}, such that we have
for all 0 ≤ i ≤ n and 0 ≤ j ≤ S,

qij =
S∑
`=1

σj,`c
i
j,`k`.

Proof. From the above construction of wave vectors, we can easily check iteratively the following two
properties:
— For all i, `, the set {j : ∂k`q

i
j 6= 0} has either 0 or 2 elements. If it has two elements, say j, j′, then

necessarily ∂k`q
i
j = −∂k`qij′ ∈ {±1}.

— For all i, `, if {j : ∂k`q
i−1
j 6= 0} 6= ∅ and {j : ∂k`q

i
j 6= 0} 6= ∅, then their intersection is non-empty.

In addition, denoting by {j, j′} the elements of the first one and {j, j′′} the elements of the second
one, we have ∂k`q

i−1
j = ∂k`q

i
j and ∂k`q

i−1
j′ = ∂k`q

i
j′′ .

The desired representation follows. �

With the above notation, we now introduce an indicator $i ∈ {0, 1} that will indicate whether con-
tour deformations can be applied to the propagator after the i-th collision. Informally, we set $i = 1,
and we say that i is a ‘good’ index, if the i-th propagator either
(i) involves a velocity variable that is averaged over, or
(ii) involves a velocity variable that is not averaged over but is associated with a modified wave vector.

In both cases, contour deformation can be used to obtain an O(1) bound on the propagator. This is
clear in case (i). In case (ii), this follows as in Step 3 of the proof of Lemma 6.2: although the velocity
variable is not directly averaged, it is integrated over when taking the L2 norm, and the modification
of the wave vector still enables a suitable deformation argument. A more precise definition of this
indicator $i is as follows.
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Definition 6.5. For 1 ≤ i < n, we define

$i :=


1 : if ωi \ {0, . . . ,m} 6= ∅,
1 : if there is a couple (j, `) with 1 ≤ j ≤ m < ` ≤ S and cij,` = 1,

0 : otherwise,

where we recall that the index set ωi is defined in (3.3).

To select suitable directions for contour deformations, we rely on the following elementary observa-
tion from linear algebra.

Lemma 6.6. Let d ≥ n − 1 and u1, . . . un ∈ Rd be affinely independent. Let ũ1 be the orthogonal
projection of u1 onto the vector space span(u2 − u1, · · · , un − u1), and define

o(u1, · · · , un) :=
u1 − ũ1

|u1 − ũ1|
,

which is a unit normal vector to the affine subspace aff(u1, . . . , un). Then for all 1 ≤ i ≤ n,

ui · o(u1, · · · , un) =
n|conv(0, u1, · · · , un)|n
|conv(u1, · · · , un)|n−1

,

where | · |j denotes the j-dimensional Hausdorff measure and conv the convex hull.

Proof. The standard formula for the volume of a pyramid yields

|conv(0, u1, . . . , un)|n = 1
n |conv(u1, . . . , un)|n−1 dist(0, aff(u1, . . . , un)).

As dist(0, aff(u1, . . . , un)) = ui · o(u1, . . . , un), the claim follows. �

Using this lemma, complex deformations will allow us to bound propagators by inverse powers of
simplex volumes |conv(0, kj1 , . . . , kjn)|n. The next integrability result shows precisely when such inverse
powers are integrable — this is the source of the dimension restriction appearing in our results.

Lemma 6.7. Let d ≥ n − 1 and s ∈ R. The function (k1, · · · , kn) 7→ |conv(0, k1, · · · , kn)|sn is locally
integrable on (Rd)n if s > n− 1− d.

Proof. Write each ki as ki = k
‖
i +k⊥i where k‖i is the orthogonal projection of ki onto span(k1, · · · , ki−1).

By Gram-Schmidt,
|det(k1, . . . , kn)| = |k⊥1 | · · · |k⊥n |,

which entails for the volume of the simplex,

|conv(0, k1, · · · , kn)|n = 1
n! |k

⊥
1 | · · · |k⊥n |.

For almost every k1, . . . , ki−1, the vector k⊥i ranges over a space of dimension d− i+ 1. We then findˆ
(Rd)n

1|k1|,...,|kn|≤R |conv(0, k1, · · · , kn)|sn dk1 · · · dkn .
ˆ

[0,R]n
rs+d−1

1 · · · rs+d−nn dr1 . . . drn.

Integrability thus requires s+ d− i > −1 for all 1 ≤ i ≤ n, and the conclusion follows. �

With these preparations, we can now establish the following general bound on the contribution (6.7)
of a given history in the Dyson expansion.

Lemma 6.8. Let (si, ai, bi)1≤i≤n be a history associated to an abstract as in (6.6) above, and let the
space dimension satisfy d ≥ 6n+m ∨ n. Then we have for all g ∈ C∞c (Rd),∥∥∥Ŝs1a1,b1

. . . Ŝsnan,bng
∥∥∥ . N

n
3

+ 1
3
]{i:$i=0}‖〈∇v0〉n+1g‖. (6.11)
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Proof. For ω ⊂ [0, S], we use the short-hand notation qω = (qj)j∈ω ∈ (Rd)ω, and we denote by
qω

the
renormalized propagator on L2((Rd)ω) with wave vectors given by (qj)j∈ω. Given (ẑ1, . . . , ẑm) ∈ D̂m,
with the above construction (6.8)–(6.10) of associated wave vectors (qij)i,j , the definition of collision
operators yields

Ŝs1a1,b1
· · · Ŝsnan,bng(ẑ1, . . . , ẑm)

= (−1)m
√
m!

ˆ
DS−m

n−1∏
i=1

(√
M(vbi) V̂(qi)qi · ∇vai

qiωi
)√

M(vbn) V̂(qn)qn · ∇v0g(v0) d∗ẑ[m+1,S],

where we recall that the index sets ωi’s are defined in (3.3) and where we have set

qi :=

{
ki : if si = 1,

qi−1
bi

: if si = −1.

In order to compute the squared norm, we double variables. For k̄m+1, . . . , k̄S ∈ Rd, we consider the
wave vectors (q̄ij)i,j defined just like (qij)i,j with (k1, . . . , kS) replaced by (k1, . . . , km, k̄m+1, . . . , k̄S), and
we then define (q̄i)i accordingly. For notational convenience, we set v̄j = vj and k̄j = kj for 1 ≤ j ≤ m.
We then find∥∥∥Ŝs1a1,b1

· · · Ŝsnan,bng
∥∥∥2

= m!

ˆ
d∗k[S]d

∗k̄[m+1,S]

n∏
i=1

V̂(qi)V̂(q̄i)

×
〈ˆ

dv̄[m+1,S]

n−1∏
i=1

(
√
M(v̄bi) q̄i · ∇v̄ai

q̄iωi

)
√
M(v̄bm) q̄m · ∇v0g(v0),

ˆ
dv[m+1,S]

n−1∏
i=1

(√
M(vbi) qi · ∇vai

qiωi
)√

M(vbm) qm · ∇v0g(v0)

〉
k

. (6.12)

We start by bounding the scalar product for fixed momentum variables k[S], k̄[m+1,S]. If we can choose
unit vectors ν1, . . . , νS , ν̄m+1, · · · , ν̄S ∈ Sd−1 such that for all 1 ≤ i < n,

S∑
j=1

qij · νj ≤ 0 and
m∑
j=1

q̄ij · νj +
S∑

j=m+1

q̄ij · ν̄j ≥ 0,

then contour deformation yields〈ˆ
dv̄[m+1,S]

n−1∏
i=1

(
√
M(v̄bi) q̄i · ∇v̄ai

q̄iωi

)
√
M(v̄bm) q̄m · ∇v0g(v0), (6.13)

ˆ
dv[m+1,S]

n−1∏
i=1

(√
M(vbi) qi · ∇vai

qiωi
)√

M(vbm) qm · ∇v0g(v0)

〉
k

=

〈ˆ
dv̄[m+1,S]

n−1∏
i=1

(
√
M(v̄bi − iν̄bi) q̄i · ∇v̄aiT−iν̄ωi

[ q̄iωi
])√

M(v̄bm − iν̄bm) q̄m · ∇v0g(v0),

ˆ
dv[m+1,S]

n−1∏
i=1

(√
M(vbi + iνbi) qi · ∇vaiTiνωi

[ qiωi
])√

M(vbm + iνbm) qm · ∇v0g(v0)

〉
k

,

where we have also set for notational convenience ν̄j = νj for 1 ≤ j ≤ m. Let us now make a
suitable choice for these unit vectors νj , ν̄j to perform the deformation. Denoting by p⊥ the orthogonal
projection on span(k1, · · · , km)⊥, we define νj as follows:
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— for all 1 ≤ j ≤ m,

νj = ν̄j := o
(
− σj,m+1p

⊥(km+1) , . . . , −σj,Sp⊥(kS) , σj,m+1p
⊥(k̄m+1) , . . . , σj,Sp

⊥(k̄S)
)
,

— for all m < j ≤ S,
νj := −o

(
σj,1k1 , . . . , σj,mkm

)
,

ν̄j := o
(
σj,1k̄1 , . . . , σj,mk̄m

)
,

where we recall that the σj,`’s are defined in the representation of wave vectors in Lemma 6.4 and
that the notation o(·) is defined in Lemma 6.6. For this choice, let us now examine the resulting
quantities

∑
j q

i
j · νj and

∑
j q̄

i
j · ν̄j . We distinguish two cases, whether i is a good index or not:

— Case 1: 1 ≤ i < n with $i = 1.
Using the representation of Lemma 6.4 and the properties of o(·) in Lemma 6.6, we find

−
S∑
j=1

qij · νj =

m∑
j=1

S∑
`=1

cij,`

(
− σj,`p⊥(k`) · νj

)
+

S∑
j=m+1

S∑
`=1

cij,`

(
− σj,`k` · νj

)

'
m∑
j=1

S∑
`=m+1

cij,`
|conv(0,−σj,m+1p

⊥(km+1) , . . . , −σj,Sp⊥(kS) , σj,m+1p
⊥(k̄m+1) , . . . , σj,Sp

⊥(k̄S))|2(S−m)

|conv(−σj,m+1p⊥(km+1) , . . . , −σj,Sp⊥(kS) , σj,m+1p⊥(k̄m+1) , . . . , σj,Sp⊥(k̄S))|2(S−m)−1

+
S∑

j=m+1

S∑
`=1

cij,`
|conv(0, σj,1k1 , . . . , σj,mkm)|m
|conv(σj,1k1 , . . . , σj,mkm)|m−1

.

By definition of $i, we note that the condition $i = 1 implies that there is some couple (j, `) with
1 ≤ j ≤ m < ` ≤ S or j > m such that cij,` = 1. Using |conv(u1, . . . , un)|n−1 . 〈(u1, . . . , un)〉n−1,
the above then yields the lower bound

−
S∑
j=1

qij · νj & min
j

|conv(0,−σj,m+1p
⊥(km+1) , . . . , −σj,Sp⊥(kS) , σj,m+1p

⊥(k̄m+1) , . . . , σj,Sp
⊥(k̄S))|2(S−m)

〈(k[m+1,S], k̄[m+1,S])〉2(S−m)−1

∧min
j

|conv(0, σj,1k1 , . . . , σj,mkm)|m
〈k[m]〉m−1

.

— Case 2: 1 ≤ i < n with $i = 0.
Choosing j ∈ ωi, using Lemmas 6.4 and 6.6 as above, we can bound

|qiωi | ≥ |q
i
j | ≥ qij · o(σj,1k1, · · · , σj,SkS) &

|conv(0, k1, · · · , kS)|S
〈k[S]〉S−1

.

Combining both cases, we obtain

1$i=0
1
|qiωi |

+ 1$i=1

(
1 +

(
−
∑S

j=0q
i
j · νj

)−1
)
. ω(k[S], k̄[S]), (6.14)

where we have set

ω(k[S], k̄[S]) := 〈(k[S], k̄[S])〉n∨m−1

×
(

1 +
∑
j

|conv(0,−σj,m+1p
⊥(km+1) , . . . , −σj,Sp⊥(kS) , σj,m+1p

⊥(k̄m+1) , . . . , σj,Sp
⊥(k̄S))|−1

2(S−m)

+
∑
j

|conv(0, σj,1k1 , . . . , σj,mkm)|−1
m + |conv(0, k1, · · · , kS)|−1

S + |conv(0, k̄1, · · · , k̄S)|−1
S

)
.

In order to estimate the norm∥∥∥∥ˆ dv[m+1,S]

n−1∏
i=1

(√
M(vbi + iνbi) qi · ∇vaiTiνωi

qiωi

)√
M(vbm + iνbm) qm · ∇vamg

∥∥∥∥
k

,

we apply iteratively Propositions 4.4 and 4.6 to bound the (deformed) renormalized propagators: for
the i-th resolvent in the product, we apply Proposition 4.4 if $i = 1 and Proposition 4.6 if $i = 0.
In doing so, we need to take into account all possible ways to distribute the velocity gradients in the
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estimates. When considering ` derivatives of a propagator, we note that under Proposition 4.4 the
bound preserves the maximal number ` of derivatives, while under Proposition 4.6 it requires (`−1)∨2
derivatives instead. In order to capture all possible admissible patterns of derivative counts, we thus
consider the set Ln of all finite sequences (`1, . . . , `n) such that
— `1 = 1,
— if $i = 1, then `i+1 ∈ [1, `i + 1],
— if $i = 0, then `i+1 ∈ [1, `i ∨ 3].
In these terms, we can bound∥∥∥∥ˆ dv[m+1,S]

n−1∏
i=1

(√
M(vbi + iνbi) qi · ∇vaiTiνωi

qiωi

)√
M(vbm + iνbm) qm · ∇vamg

∥∥∥∥
k

. 〈k[S]〉n
∑

(`i)i∈Ln

‖〈∇v0〉`ng‖
n−1∏
i=1

(
1$i=0N

2+`i−`i+1
3 〈k[S]〉`i+4|qiωi |

−2

+ 1$i=1〈k[S]〉1+`i−`i+1

(
1 +

(
−
∑S

j=0q
i
j · νj

)−1
)2+`i−`i+1

)
.

By a careful summation argument, note that for (`i)i ∈ Ln we always have
n−1∑
i=1

2 ∨ (2 + `i − `i+1) ≤ 3n,

n−1∑
i=1

(2 + `i − `i+1)1$i=0 ≤ n+ ]{i : ωi = 0}.

Inserting this into the above, and using (6.14), we obtain∥∥∥∥ˆ dv[m+1,S]

n−1∏
i=1

(√
M(vbi + iνbi) qi · ∇vaiTiνωi

qiωi

)√
M(vbm + iνbm) qm · ∇vamg

∥∥∥∥
k

. N
n
3

+ 1
3
]{i:ωi=0}‖〈∇v0〉n+1g‖〈k[S]〉Cn

2
ω(k[S], k̄[S])

3n. (6.15)

Combining this with (6.12) and (6.13), we obtain∥∥∥Ŝs1a1,b1
· · · Ŝsnan,bng

∥∥∥2
. N

2n
3

+ 2
3
]{i:ωi=0}‖〈∇v0〉n+1g‖2

×
ˆ
〈k[S]〉Cn

2〈k̄[S]〉Cn
2
( n∏
i=1

|V̂(qi)||V̂(q̄i)|
)
ω(k[S], k̄[S])

6n d∗k[S]d
∗k̄[m+1,S].

It remains to check the integrability in k: as the subspace span(k1, . . . , km)⊥ has dimension ≥ d−m,
it follows from Lemma 6.7 that the map ω(k[n], k̄[k])

6n is locally summable if{
−6n > 2(S −m)− 1− (d−m),
−6n > max(S,m)− 1− d.

This holds whenever d ≥ 6n+m ∨ n, and the conclusion follows. �

To apply the above estimate, we must control the number of bad indices i with $i = 0. This
counting problem is subtle, especially because it depends on the chosen history. To streamline the
analysis, we introduce a special class of subsequences of the abstract, which we call tents.

Definition 6.9. Given an abstract (s1, . . . , sn), a contiguous sub-sequence (si)α≤i≤β is called a tent if
it satisfies the following recursive rules:
— Base cases: If (si)α≤i≤β = (1,−1,−1), then it is a tent. If

∑β
i=α si = 0 and

∑j
i=α si > 0 for

all α ≤ j < β, then it is also a tent.
— Recursive step: If (si)α≤i≤β starts with (sα, sα+1) = (1,−1) and if the remainder (sα+2, · · · , sβ) is

already a tent, then (si)α≤i≤β is also a tent.
— Exclusion: If (si)α≤i≤β = (1,−1), then it is not a tent.
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With this definition, the key observation is that all indices contained inside a tent are guaranteed to
be good, regardless of the associated history. While not every good index belongs to a tent, this will
allow us to reduce the counting problem to a much more tractable combinatorial question.

Lemma 6.10. Let (s1, . . . , sn) be an abstract and let (si)α≤i≤β be a tent. Then, for any associated
history, we have $i = 1 for all α ≤ i < β

Proof. We treat the three defining cases.
— Base case 1: assume (si)α≤i≤β = (1,−1,−1).

We already have $α = 1 and it remains to show $α+1 = 1. The subsequence (1,−1) corresponds
to one of the following possible sub-histories, represented diagrammatically,

j1
j′

j1
j2

j′

j1

j2
j′

j1
j2

j′

j1
j2
j3

j′

j1

j2
j′

where the labels indicate the velocity variables. In the five first diagrams, we find j′ ∈ ωα ∩ ωα+1

and j′ /∈ ωα−1, hence $α+1 = 1. In the sixth diagram, the wave vector of particle j1 after the
(α+ 1)-th collision is qα+1

j1
= qαj1 − kj′ , hence again $α+1 = 1

— Base case 2: assume that
∑β

i=α si = 0 and
∑j

i=α si > 0 for all α ≤ j < β.
Recalling that ]ωi = 1 + n +

∑i
j=1 sj , we deduce ]ωi > ]ωα−1 for all α ≤ i < β. Thus, for each

such i, there exists ji ∈ ωi \ ωα−1, necessarily with ji > m, and hence $i = 1.
— Recursive step: This can be treated as Base case 1.
This concludes the proof. �

With the above construction of tents, we are now in position to prove an easy upper bound on the
number of ‘bad’ indices i with $i = 0.

Lemma 6.11. Let (s1, . . . , sn) be an abstract with s1 = 1 and m +
∑n

i=1 si = 0. Then, for any
associated history, we have

]{i : $i = 0} ≤ 1
4n+ 3

4m. (6.16)

Proof. Let (s1, . . . , sn) be an abstract as in the statement. By construction, we can decompose it
uniquely into tents separated by down steps. That is, there exist r ≥ 1 and a double sequence

1 = α1 < β1 < . . . < αr < βr < αr+1 = n+ 1,

such that:
— each block (si)αu≤i≤βu is a tent;
— between tents, we only have down steps: si = −1 for βu ≤ i < αu+1.
By definition, every tent has either

βu∑
i=αu

si = 0 (type 0), or
βu∑
i=αu

si = −1 (type 1).

Let T0 and T1 denote the number of tents of type 0 and type 1, respectively, and let

D =

r∑
u=1

(αu+1 − βu − 1)

be the total number of down steps outside tents. Then

m = T1 +D.

By Lemma 6.10, the only bad indices lie either at the last index of a tent or in the down steps, whence

]{i : $i = 0} = T0 + T1 +D.
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Moreover, we note that tents of type 0 have length ≥ 4 and that tents of type 1 have length ≥ 3, so

3T1 + 4T0 +D ≤ n.
Combining these results, we can bound

]{i : $i = 0} = T0 + T1 +D ≤ 1
4n+ 1

4T1 + 3
4D ≤

1
4n+ 3

4(T1 +D) ≤ 1
4n+ 3

4m,

which proves the claim. �

We can now conclude the proof of Proposition 6.3: combining the bound of Lemma 6.8 on the
contribution of each history, together with the bound of Lemma 6.11 on the number of bad indices,
the conclusion of Proposition 6.3 follows. �

6.3. Proof of Theorem 1.3. Recall that we use the ansatz (3.5) for a suitably chosen admissible set Ω
of abstracts. We define Ω as the smallest admissible set containing all abstracts of length non-bigger
than

K := 3m0 + 9.

By definition of admissible sets of abstracts, this means that Ω consists of all abstracts of the form

(−1, . . . ,−1︸ ︷︷ ︸
` times

, s1, . . . , sn)

where si ∈ {±1}, 0 ≤ n ≤ K, 0 ≤ m ≤ m0, and 0 ≤ ` ≤ m0 −m, such that

m+
n∑
i=1

si = 0, 0 < m+

j∑
i=1

si ≤ m0 for all 1 ≤ j < n.

In particular, any abstract in Ω has length ≤ K+m0, and any abstract in ∂Ω has length in the interval
[K + 1,K + m0 + 1]. We now estimate the remainder terms appearing in the approximate hierarchy
satisfied by this ansatz. By Lemma 3.2, these terms can be written as sums over ∂Ω. Applying
Proposition 6.3, we obtain for all 1 ≤ m ≤ m0,

‖LRN,m0
m ‖ . tN

N3/2
1m<m0

∑
n≥3

N−
1
2

(n−3)
∑

(s1,...,sn)∈∂Ωm

‖I(s1,...,sn)Lg̃N0 ‖

.
tN
N3/2

1m<m0

∑
n≥3

1∃(s1,...,sn)∈∂ΩN
− 1

2
(n−3)N

5
12
n+ 1

4
m‖〈∇v0〉n+1Lg̃N0 ‖

. tNN
1
4

(m0−1)− 1
12

(K+1)‖〈∇v0〉K+m0+2Lg̃N0 ‖,
provided that the space dimension satisfies d ≥ 7(K +m0 + 1) = 28m0 + 70. By the choice of K, this
means for all 1 ≤ m ≤ m0,

‖LRN,m0
m ‖ . tNN

−1− 1
12 ‖〈∇v0〉4m0+11Lg̃N0 ‖,

and thus, by Lemma 5.1, for tN = N ,

||| LRN,m0
m ||| . N−

1
12 ‖〈∇v0〉4m0+10g‖.

For m = 0, recall from Lemma 3.2 that RN,m0
0 splits into two contributions. The first is a sum over ∂Ω,

estimated exactly as above. The second term is

− tN
N2

1m0≥2

(
+

)
Lg̃N0 ,

which can be bounded using contour deformation together with Proposition 4.4 similarly as in Sec-
tion 6.1, and we omit the details. We conclude for all 0 ≤ m ≤ m0, for tN = N ,

||| LRN,m0
m ||| . N−

1
12 ‖〈∇v0〉4m0+10g‖. (6.17)

Combining these bounds on the remainder terms and applying Lemma 3.3 yields

||| LgN,m0
0 − Lg̃N0 ||| . N−

1
12 ‖〈∇v0〉4m0+10g‖.
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Together with Lemma 5.2, this concludes the proof. �
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